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Abstract - Visual Place Recognition (VPR) has engrossed the interest of many researchers in several domains like robotics 

and Computer Vision (CV). It is the process of identifying a location visited previously, depending on visual input like videos 

or images. DL techniques have witnessed a potential to solve this task. One method for VPR utilizing deep learning is 

Convolutional Neural Networks (CNNs) to extract features in visual input. The CNN is trained on a large dataset of videos or 

images, with each video or image corresponding to a diverse location. The CNN extract discriminative features for each 

location, allowing it to detect previously visited locations depending on their visual appearance. Therefore, this study presents 

an Arithmetic Optimization Algorithm with Deep Learning-Driven Robust Visual Place Recognition (AOADL-VPR) technique. 

The AOADL-VPR technique's purpose is to recognise the visual places using the DL model properly. In the AOADL-VPR 

technique, Gaussian Filtering (GF) based pre-processing is performed to remove the noise. Meanwhile, the MobileNet-v2 

model is utilized for generating a feature vector set. Furthermore, the AOA is exploited to adjust the hyperparameter values of 

the MobileNet-v2 model. At last, Minkowski Distance is exploited for effectual similarity measurement between two images, 

thereby recognising the places. A series of experimental analyses can be performed to ensure the improved performance of the 

AOADL-VPR approach. The simulation outcomes portrayed the enhancements of the AOADL-VPR system on the place 

recognition process. 

Keywords - Visual Place Recognition, Deep learning, Arithmetic Optimization Algorithm, MobileNetv2, Similarity 

measurement. 

1. Introduction 
The purpose of VPR is to assist a vision-based 

navigating system or robot in deciding if it finds early places 

visited [1]. It remains to be a challenging issue in the CV and 

robotics domain. Recently, these domains have surged VPR 

usage for many applications [2]. While VPR has gained 

significant interest and has been studied broadly in robotics 

and CV communities, many open problems remain. The 

problem with VPR is two-fold [3, 4]. Primarily, many 

prevailing VPR techniques are based on appearance [5]. 

However, the appearance of similar locations can drastically 

vary with various illumination situations, distance, 

standpoints, background clutter-first and occlusion, seasons 

[6], and false place recognition grants interference for 

localizing methods that reduce the precision and result in 

catastrophic localizing failure for navigating systems. 

Therefore, it could be challenging to recognize a similar 

location correctly once it goes through appearance changes 

[7, 8]. 

Initial visual descriptors are divided into global and local 

descriptors [9]. Local descriptors, by mining the feature near 

all interest points, define the image that reveals robustness 

against viewpoint variations but undergoes appearance 

changes, whereas global descriptors generate one compact 

feature vector and define the image as a whole [10]; thus, it 

has benefits in illumination and appearance invariance but is 

ineffective in handling viewpoint changes [11]. A CoHOG 

impressive handcrafted feature-based work uses entropy 

mapping for extracting Regions of Interest (ROI). It utilizes 

the Histogram of Oriented Gradients (HOG) descriptor to 

produce cooperative regional depictions [12, 13]. Currently, 

the concentration on region-based VPR has changed to 

methods based on learning [14, 15], particularly CNN, 

because of its most significant achievements in classification 

and image retrieval. The great potential of joining CNN 

methods and local region descriptors is confirmed by the 

preliminary outcomes in the VPR [16]. However, CNN-

based descriptors need more computing resources, like 

hardware-based acceleration utilizing a GPU unsuitable for 

resource-limited devices [17, 18]. 

This study presents an Arithmetic Optimization 

Algorithm with Deep Learning-Driven Robust Visual Place 
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http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:selvikarthi2002@gmail.com


S. Senthamizhselvi & A. Saravanan / IJECE, 10(7), 74-86, 2023 

75 

Recognition (AOADL-VPR) technique. The AOADL-VPR 

technique's purpose is to recognise the visual places using the 

DL model properly. In the AOADL-VPR technique, 

Gaussian Filtering (GF) based pre-processing is performed to 

remove the noise. Meanwhile, the MobileNet-v2 model is 

utilized for generating a feature vector set. Furthermore, the 

AOA is exploited to adjust the hyperparameter values of the 

MobileNet-v2 model. At last, Minkowski Distance is 

exploited for effectual similarity measurement between two 

images, thereby recognising the places. A series of 

experimental analyses can be performed to ensure the 

improved performance of the AOADL-VPR approach. 

2. Related Works 
Zaffar et al. [19] presented a training-independent 

computation effective model relevant to the HOG descriptor 

to attain current performance in VPR. The idea behind the 

CoHOG model is dependent upon complex scanning and 

area-related feature extraction employed by CNN. The 

technique achieved successful VPR in varying environments.  

The authors [20] introduced a learning-based solution, a 

CNN, to make image-level representations invariant to 

weather and lighting. The author introduced a system that 

executes visual localization through only image-level 

representation calculated from a series of images. The author 

constructed the Gaussian Process Particle Filter structure, 

presenting two enhancements that enable localization while 

utilizing databases that cover large areas and strengthening 

the behaviour when dealing with incorrect initialization or 

particle deprivation of the filter. Eventually, the author 

developed two new general-purpose modules for convolution 

neural structures. Firstly, the author presented the CNN-

COSFIRE module for the image recognition task. CNN-

COSFIRE extends and adapts the COSFIRE structure for its 

inclusion in CNN architectures. 

Schubert et al. [21] build a design on graph optimizing 

technique for recognizing where the graph has been utilized 

for modelling additional structural knowledge. A succeeding 

Non-Linear Least Squares Optimization (NLSQ) is used to 

enhance place recognition performance. This study addressed 

the high memory and extended run-time used to gain better 

place recognition performance faster on more significant 

issues. The author devised a new graph optimization process 

based on Iterated Conditional Modes (ICM).  

In addition, the author inspected the improved cost 

function for a graph edge. Yang et al. [22] presented a simple 

yet potential technique named Multi-Scale Sliding Window 

(MSW) to generate landmarks to enhance the place-

recognizing outcome. Unlike traditional techniques of 

generation of the landmark that is commonly based on 

identifying objects whose size dispersions were not equal 

and so may not be productive in realizing viewpoint 

invariance and shift-invariance. Xie et al. [23] modelled 

hybrid networking to capture the point cloud descriptors and 

images to sort out the place detection issue. This contribution 

has been shortened as (1) framing a compact fusion structure 

that captured both the intense depiction of the imagery and 

3D point cloud, adopting the cut-short approach in point 

cloud global factor combination to enrich the detection 

outcome, (2) a studying appropriate metric to explain the 

resemblance of this fused global featuring. Islam et al. [24] 

aim to use Independent Component Analysis (ICA) and AE 

Convolutional to comprehend the route over the robot.  

3. The Proposed Model 
The present article introduces a novel AOADL-VPR 

approach to accurately and automatically recognize visual 

places. The purpose of the AOADL-VPR approach is to 

recognise the visual places using the DL model 

appropriately. In the AOADL-VPR technique, four sub-

processes are involved: GF-based noise elimination, 

MobileNet-v2 feature extractor, AOA-based hyperparameter 

tuning, and Minkowski Distance-based visual recognition. 

Fig. 1 demonstrates the comprehensive workflow of the 

AOADL-VPR technique. 

3.1. GF Based Pre-processing 

In this work, the GF removes the noise in the input 

images. It is a technique used for smoothing or blurring 

images. It is named after the Gaussian function, which is 

used as a kernel or filter for the operation. GF is a kind of 

linear filter; this implies that it executes a linear 

transformation to every pixel from the image [25]. The 

fundamental stages contained in GF are as follows: 

• Select the size of the filtering kernel: A primary stage is 

to select the size of the kernel, which is classically a 

square/rectangular area centred nearby the pixel being 

filtered. 

• Compute the weighted for filtering kernel: The next 

step is to estimate the weighted to the filter kernel 

dependent upon the Gaussian function. The weight can 

be estimated depending on the distance of every pixel 

in the centre of the kernels. 

• Convolution of the filtering kernel with the image: The 

filtering kernel is then convoluted using a sliding 

window system. For every pixel from the image, the 

equivalent value in the filtered image can be computed 

as a weighted average of adjacent pixels. 

It effectively eliminates higher-frequency noise in an image 

but maintains the lower-frequency modules.  

3.2. Feature Extraction using MobileNetv2 Model 

Here, the MobileNetv2 model is applied for the 

extraction of feature vectors. MobileNet is a CNN‐based 

model broadly exploited for categorizing images [26, 27]. 
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The primary benefit of utilizing the MobileNet structure is 

that method requires somewhat lesser computational work 

than the typical CNN method, which generates the 

appropriate for functioning on a mobile device and computer 

with lesser computational abilities.  The MobileNet 

technique is a basic design that takes part of the convolution 

layer to distinguish the feature that depends on two managing 

features that switch between the parameter accuracy and 

latency effectually. The MobileNet technique seems to help 

diminish the network dimension. MobileNet structure was 

equally effective with minimal feature counts like Palmprint 

Recognition. The simple design depends on various 

abstraction layers, the element of various convolutions that 

implemented that quantized configuration that calculates a 

common convolution issue in‐depth. The convolution of 1x1 

was termed pointwise convolution. To create in-depth, 

platforms can take extraction layer with infrastructures in‐

depth and point with typical ReLU.  

The feature vector mapping of dimensional 𝐹𝑚x𝐹𝑚 and 

the filtering is dimensional 𝐹𝑠x𝐹𝑠 input variable was 

represented by 𝑝, and the resultant variable can be 

represented as 𝑞. For the essential extracting layers of design, 

a total computation work can be defined by the variable 𝑐𝑒 

and is evaluated by the subsequent in Eq. (1): 

𝑐𝑒 = 𝐹𝑠 ⋅ 𝐹𝑠 ⋅ 𝜔 ⋅ 𝛼𝐹𝑚 ⋅ 𝛼𝐹𝑚 + 𝜔 ⋅ 𝜌 ⋅ 𝛼𝐹𝑚 ⋅ 𝛼𝐹𝑚   (1) 

The multiplier value was context‐precise, and for a 

research study, the value of multipliers 𝜔 is assumed 

between the limit [1 - 𝑛]. The significance of the variable 

resolution’s multiplier distinguished by 𝛼 is that 1. The 

calculational works can be accepted by the variable 𝑐𝑜𝑠𝑡  

evaluated by Eq. (2) as: 

𝑐𝑜𝑠𝑡𝑒 = 𝐹𝑠 ⋅ 𝐹𝑠 ⋅ 𝜔 ⋅ 𝜌 ⋅ 𝐹𝑚 ⋅ 𝐹𝑚 (2)  

The projected system integrates the pointwise and depth‐

wise convolutional and can be limited by the variable of 

depletion represented by the variable 𝑑 is evaluated by Eq. 

(3) as: 

𝑑 =
𝐹𝑠⋅𝐹𝑠⋅𝜔⋅𝛼𝐹𝑚⋅𝛼𝐹𝑚+𝜔⋅𝜌⋅𝛼𝐹𝑚⋅𝛼𝐹𝑚

𝐹𝑠⋅𝐹𝑠⋅𝜔⋅𝜌⋅𝐹𝑚∙𝐹𝑚
 (3) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Comprehensive procedure of the AOADL-VPR approach 
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During the presented method, the input dimensional of 

images is 224x224x3. The first two values (224x224) 

represent the height and width of images. Such values are 

continuously superior to 32. The third value proposes that it 

take three input channels. The presented structure consists of 

32 filters; the filter size was 3x3x3x32. 

The rule under the MobileNet structures is to additional 

complex convolution layers, in which every layer contains a 

convolution layer of dimensional 3x3 that buffers the input 

dataset, follow by a convolution layer of dimensional 1x1 

pointwise which integrates these filter parameters to create a 

novel element. This model simplifies and makes it more 

significant than the standard convolution method. 

3.3. Hyperparameter Tuning 

The AOA is used to modify the hyperparameter values 

of the MobileNetv2 model optimally. AOA is an MH method 

that relies on a primary function to search for the optimum 

solution [28]. Like other MH approaches, it initiates by the 

nearly optimal or best‐obtained solution and the random 

number of candidate alternatives (X). For the AOA to start 

working, the search phase must be chosen first (exploitation 

or exploration). In the succeeding search stage, the Math 

Optimizer Accelerated (𝑀𝑂𝐴) was applied and determined 

by expression as follows. Fig. 2 portrays the steps comprised 

in AOA. 

𝑀𝑂𝐴(𝑡) =  Min + 𝑡 × (
 Max − Min 

𝑇
) (4) 

The parameter 𝑡 indicates the existing recurrence and 

ranges from 1 to the maximal admissible amount of epochs 

(T). The term indicates the lowest and most significant 

values of accelerating function,  Max and Min. To determine 

an ideal choice, AOA’s exploration agent examines the study 

scope at arbitrary positions across many regions, utilizing 

two primary search approaches (multiply and divide 

techniques defined in Eq. (5). 

𝑥𝑖,𝑗(𝑡 + 1) = {
𝑋𝑏𝑗 ÷ (𝑀𝑂𝑃) × (𝑈𝐿𝑗 × 𝜇 + 𝐿𝐵𝑗), 𝑟2 > 0.5

𝑋𝑏𝑗 × 𝑀𝑂𝑃 × (𝑈𝐿𝑗 × 𝜇 + 𝐿𝐵𝑗), 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

In Eq. (5), 𝑈𝐿𝑗 = 𝑈𝐵𝑗 − 𝐿𝐵𝑗. In these scenarios, 𝑥𝑖(𝑡 +

1) characterizes the 𝑖-𝑡ℎ solution in the ensuing recurrence, 

𝑥𝑖,𝑗(𝑡) signifies the 𝑗-𝑡ℎ position of the 𝑖𝑡ℎ the solution from 

the newest iteration, and 𝑋𝑏𝑗 signifies the 𝑗-𝑡ℎ location in the 

optimum technique. 𝑒 denotes a small integer number. The 𝑗-

𝑡ℎ place is minimal and maximal bounds are represented as 

𝑈𝐵𝑗  and 𝐿𝐵𝑗 , correspondingly. The 𝜇 = 0.5 procedure 

parameter regulates the behaviour of the search. 

𝑀𝑂𝑃(𝑡) = 1 − +
𝑡

1
𝛼

𝑇
1
𝛼

     (6) 

In Eq. (6), 𝑀𝑂𝑃(𝑡) in Eq. (6) characterizes the 

probability of Math Optimizer (𝑀𝑂𝑃). The present iteration 

is characterized as 𝑡, whereas the overall amount of iterating 

is (T). The exploitation precision through iteration is 

determined by the sensitivity variable 𝛼 = 5. 

It is essential to perform the exploitation phase by only 

studying if 𝑟1 is lesser than the present 𝑀𝑂𝐴(𝑡) quantity 

(Eq. (4)). In AOA, the exploitation operator (addition and 

subtraction) discovers the investigation scope intensely 

through some populated regions and method to generate a 

solution depends on two primary search methods (addition 

and subtraction) that are modelled in Eq. (7). 

𝑥𝑖, 𝑗(𝑡 + 1) = {
𝑋𝑏𝑗 − 𝑀𝑂𝑃 × (𝑈𝐿𝑗 × 𝜇 + 𝐿𝐵𝑗), 𝑟3 > 0.5

𝑋𝑏𝑗 + 𝑀𝑂𝑃 × (𝑈𝐿𝑗 × 𝜇 + 𝐿𝐵𝑗), 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (7) 

 
Fig. 2 Steps involved in AOA 

3.4. Place Recognition Process 

Finally, the Minkowski distance is applied to recognize 

places via a similarity measurement process. Minkowski 

Distance is the generalization method of Euclidean and 

Manhattan Distance, and the equation is given as: 

𝐷 = [∑ |𝑝𝑖 − 𝑞𝑖|
𝑝 𝑛

𝑖=1 ]1/𝑝    (8) 

At this point, 𝑝 signifies the sequence of norms, 𝑛 

implies the count of dimensional, 𝑎𝑛𝑑 𝑝𝑖 and 𝑞𝑖 Stand for the 

data points. 

4. Results and Discussion 
The investigational validation of the AOADL-VPR 

model is examined under discrete accomplishment measures. 

Figure 3 demonstrates the sample imaging. Table 1 and 

Figure 4 exhibit a complete precision-recall investigation of 

the AOADL-VPR method with the related techniques [29]. 

Step 2 Initialize the AOA Population and Parameters 

Step 1 Start 

Step 4 Update the AOA Populations 

Step 3 
Calculate the Fitness Value and Obtain the 

Optimal Individual 

Step 6 Get the Optimal Parameters 

Step 5 Evaluate the Fitness Value 

Step 8 Stop 

Step 7 Obtain the best Optimal Solution 
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Table 1. Precision-recall examination of the AOADL-VPR model with present techniques under four datasets 

Recall (%) 
Precision (%) 

AOADL-VPR CoHOG AMOSNet HybridNet DenseVLAD 

Nordland Dataset 

0 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 100.00 

20 100.00 100.00 100.00 100.00 99.88 

30 98.63 100.00 100.00 98.81 98.88 

40 97.26 97.13 97.05 94.05 96.63 

50 97.26 94.67 97.50 84.52 94.38 

60 97.26 92.00 96.25 77.38 89.89 

70 93.15 88.00 90.00 75.00 78.65 

80 84.93 82.67 77.50 70.24 73.03 

90 63.01 62.67 57.50 54.76 53.93 

100 0.00 0.00 0.00 0.00 0.00 

SPEDTest Dataset 

0 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 100.00 

20 100.00 100.00 100.00 100.00 98.88 

30 98.63 100.00 100.00 97.62 98.58 

40 98.63 97.33 98.75 94.05 96.63 

50 97.26 93.33 97.50 88.10 91.01 

60 94.52 89.33 96.25 82.14 85.39 

70 94.52 88.00 90.00 78.57 79.78 

80 83.56 77.33 73.75 66.67 67.42 

90 64.38 64.00 60.00 54.76 55.06 

100 0.00 0.00 0.00 0.00 0.00 

Synthia Night to Fall Dataset 

0 100 100.00 100.00 100.00 100.00 

10 100 100.00 100.00 100.00 100.00 

20 100 100.00 100.00 100.00 98.86 

30 100 100.00 98.75 96.43 97.75 

40 98.53 98.67 97.50 92.86 96.63 

50 98.39 92.00 96.25 83.33 92.13 

60 98.40 84.00 96.25 73.81 79.78 

70 96.70 80.00 83.75 71.43 71.91 

80 96.70 69.33 71.25 63.10 62.92 

90 65.28 52.00 48.75 46.43 43.82 

100 0.00 0.00 0.00 0.00 0.00 

Living Room Dataset 

0 100.00 100.00 100.00 100.00 100.00 

10 100.00 100.00 100.00 100.00 100.00 

20 100.00 100.00 100.00 100.00 100.00 

30 100.00 100.00 100.00 98.81 98.88 

40 98.63 98.67 97.50 95.24 97.75 

50 97.26 94.67 97.50 84.52 94.38 

60 97.26 88.00 96.25 77.38 83.15 

70 91.78 84.00 86.25 73.81 75.28 

80 87.67 80.00 77.50 66.67 68.54 

90 73.97 61.33 57.50 50.00 52.81 

100 0.00 0.00 0.00 0.00 0.00 
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Fig. 3 Sample images 
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Fig. 4 Precision-recall examination of AOADL-VPR model with four datasets (a) Nordland, (b) SPED test, (c) Synthia night to fall, and (d) Living 

room 

The investigational outputs stated that the AOADL-VPR 

method had depicted more significant outcomes. For 

instance, with 𝑟𝑒𝑐𝑎𝑙 of 40%, the AOADL-VPR approach has 

given a superior 𝑝𝑟𝑒𝑐𝑛 of 97.26%, whereas the CoHOG, 

AMOSNet, HybridNet, and DenseVLAD approaches have 

reached lesser 𝑝𝑟𝑒𝑐𝑛 of 97.13%, 97.05%, 94.05%, and 

96.63% subsequently. Followed by 𝑎 𝑟𝑒𝑐𝑎𝑙 of 70%, the 

AOADL-VPR approach has offered a maximal 𝑝𝑟𝑒𝑐𝑛 of 

93.15%, whereas the CoHOG, AMOSNet, HybridNet, and 

DenseVLAD approaches have reached lesser 𝑝𝑟𝑒𝑐𝑛 of 88%, 

90%, 75%, and 78.65% subsequently. In the meantime, with 

𝑟𝑒𝑐𝑎𝑙 of 90%, the AOADL-VPR approach has presented a 

superior 𝑝𝑟𝑒𝑐𝑛 of 63.01%, whereas the CoHOG, AMOSNet, 

HybridNet, and DenseVLAD approaches have accomplished 

lessened 𝑝𝑟𝑒𝑐𝑛 of 62.67%, 57.50%, 54.76%, and 53.93% 

correspondingly.  

Table 2 and Fig. 5 exhibits a complete RR value of the 

AOADL-VPR algorithm with current techniques. The 

outcomes denoted that the AOADL-VPR algorithm has 

given an outcome in enhanced RR values. With the four 

steps and the Norland dataset, the AOADL-VPR approach 

has attained an enhanced value of RR of 93.15%. In contrast, 

the CoHOG, AMOSNet, HybridNet, and DenseVLAD 

approaches have reached reduced RR values of 88%, 

91.25%, 73.81%, and 91.01%. Afterwards, with the 12 steps 
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and the Norland dataset, the AOADL-VPR method attained 

an enhanced RR value of 98.63%. In contrast, the CoHOG, 

AMOSNet, HybridNet, and DenseVLAD methods achieved 

reduced values of RR of 93.33%, 96.25%, 79.76%, and 

96.63% subsequently. At the same time, with the four steps 

and SPEDTest dataset, the AOADL-VPR approaches have 

obtained an enhanced value of RR of 93.15%, whereas the 

CoHOG, AMOSNet, HybridNet, and DenseVLAD 

approaches reached lesser values of RR of 80%, 81.25%, 

67.86%, and 76.40% respectively. Along with that, with the 

ten steps and SPEDTest dataset, the AOADL-VPR 

methodology has reached an improved value of RR of 

95.89%. In contrast, the CoHOG, AMOSNet, HybridNet, 

and DenseVLAD methodologies have reached reduced RR 

values of 85.33%, 85%, 73.81%, and 83.15% subsequently. 

Finally, with the 16 steps and SPEDTest dataset, the 

AOADL-VPR model has attained an improved value of RR 

of 100%. In contrast, the CoHOG, AMOSNet, HybridNet, 

and DenseVLAD models have reached reduced RR values of 

90.67%, 93.75%, 77.38%, and 87.64% subsequently. 

Inclusive relative research of the AOADL-VPR method with 

recent approaches is made in Table 3. Figure 6 represents the 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 results of the AOADL-VPR method with current 

methods on the SPEDTest and Nordland datasets. 
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Fig. 5 Recall rate investigation of the AOADL-VPR model with four datasets (a) Nordland, (b) SPEDTest, (c) Synthia night to fall, and (d) Living 

room 

The results indicate that the AOADL-VPR technique 

reaches increasing 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 Values. For instance, on the 

SPEDTest dataset, the AOADL-VPR technique obtains a 

higher 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 95.17%, whereas the CoHOG, 

AMOSNet, HybridNet, and DenseVLAD methods 

accomplish lesser 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 47.90%, 91.40%, 90.30%, and 

84.80% correspondingly. Meanwhile, on the Nordland 

dataset, the AOADL-VPR technique attains a superior 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 79.62%, whereas the CoHOG, AMOSNet, 

HybridNet, and DenseVLAD techniques accomplish lesser 

𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 10.46%, 30%, 17.50%, and 12.95% 

correspondingly. Figure 7 signifies the 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 outcomes 

of the AOADL-VPR model with current systems on the 

Living room and Synthia datasets. The results indicate that 

the AOADL-VPR model reaches increasing 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 

Values. For instance, on the Living room dataset, the 

AOADL-VPR method obtains a superior 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 

99.56%, whereas the CoHOG, AMOSNet, HybridNet, and 

DenseVLAD methods reached a reduced 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 

85.50%, 98%, 97%, and 99.25% respectively. Meanwhile, on 

the Nordland dataset, the AOADL-VPR approach attains 

greater 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒 of 99.35%, whereas the CoHOG, 

AMOSNet, HybridNet, and DenseVLAD approaches realize 

lesser 𝐴𝑈𝐶𝑠𝑐𝑜𝑟𝑒  of 79.50%, 89%, 91.30%, and 98.80% 

respectively. These results show the enhanced recognition 

results of the AOADL-VPR technique. 
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Table 2. Recall rate investigation of the AOADL-VPR model with present techniques under four datasets 

N (steps) 
Recall Rate (%) 

AOADL-VPR CoHOG AMOSNet HybridNet DenseVLAD 

Nordland Dataset 

0 0.00 0.00 0.00 61.54 0.00 

2 42.47 13.33 2.50 10.71 32.58 

4 93.15 88.00 91.25 73.81 91.01 

6 94.52 89.33 92.50 75.00 92.13 

8 95.89 90.67 93.75 76.19 94.38 

10 97.26 92.00 95.00 77.38 95.51 

12 98.63 93.33 96.25 79.76 96.63 

14 100.00 94.67 97.50 80.95 97.75 

16 100.00 97.33 100.00 84.52 100.00 

18 100.00 98.67 100.00 86.90 0.00 

20 100.00 100.00 100.00 100.00 95.00 

SPEDTest Dataset 

0 0.00 0.00 0.00 0.00 0.00 

2 47.95 17.33 5.00 8.33 29.21 

4 93.15 80.00 81.25 67.86 76.40 

6 94.52 81.33 82.50 70.24 80.90 

8 95.89 85.33 85.00 73.81 83.15 

10 95.89 85.33 85.00 73.81 83.15 

12 97.26 88.00 87.50 75.00 85.39 

14 98.63 89.33 91.25 76.19 86.52 

16 100.00 90.67 93.75 77.38 87.64 

18 100.00 96.00 98.75 83.33 93.26 

20 100.00 100.00 100.00 100.00 100.00 

Synthia Night to Fall Dataset 

0 0.00 0.00 0.00 0.00 0.00 

2 43.84 13.33 30.00 5.95 26.97 

4 87.67 81.33 87.50 69.05 71.91 

6 89.04 82.67 88.75 70.24 73.03 

8 91.78 84.00 90.00 71.43 76.40 

10 95.89 90.67 96.25 75.00 80.90 

12 97.26 92.00 97.50 76.19 82.02 

14 98.63 93.33 98.75 77.38 83.15 

16 100.00 94.67 100.00 80.95 84.27 

18 100.00 94.67 100.00 80.95 84.27 

20 100.00 100.00 100.00 100.00 100.00 

Living Room Dataset 

0 0.00 0.00 0.00 0.00 0.00 

2 42.47 14.67 3.75 14.29 29.21 

4 89.04 86.67 86.25 63.10 73.03 

6 95.89 93.33 97.50 72.62 83.15 

8 97.26 94.67 98.75 73.81 84.27 

10 98.63 94.67 98.75 73.81 84.27 

12 100.00 97.33 98.75 76.19 88.76 

14 100.00 98.67 100.00 77.38 91.01 

16 100.00 100.00 100.00 100.00 100.00 

18 100.00 100.00 100.00 100.00 100.00 

20 100.00 100.00 100.00 100.00 100.00 
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Table 3. AUCScore analysis of the AOADL-VPR approach with other techniques  

AUC Score (%) 

Datasets AOADL-VPR CoHOG AMOSNet HybridNet DenseVLAD 

SPED Test 95.17 47.90 91.40 90.30 84.80 

Nordland 79.62 10.46 30.00 17.50 12.95 

Living Room 99.56 85.50 98.00 97.00 99.25 

Synthia 99.35 79.50 89.00 91.30 98.80 

  

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

   

 
 

 
 

 

Fig. 6 AUCScore investigation of the AOADL-VPR approach under SPEDTest and Nordland datasets 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

  

Fig. 7 AUCScore investigation of the AOADL-VPR method under the datasets (a) Living room and (b) Synthia 
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5. Conclusion  
The present article introduces a new AOADL-VPR 

technique to accurately and automatically recognize visual 

places. The AOADL-VPR technique's purpose is to 

recognise the visual places using the DL model properly. In 

the AOADL-VPR technique, four sub-processes are 

involved: GF-based noise elimination, MobileNet-v2 feature 

extractor, AOA-based hyperparameter tuning, and 

Minkowski Distance-based visual recognition. Applying the 

AOA helps in the optimal hyperparameter selection of the 

MobileNet-v2 technique. A series of experimental analyses 

can be performed to ensure the enhanced accomplishment of 

the AOADL-VPR approach. The simulation outcomes 

portrayed the enhancements of the AOADL-VPR algorithm 

on the place-recognizing procedure. In the future, the 

AOADL-VPR system's recognition performance will be 

improved by using hybrid meta-heuristic optimizers. 
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