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Abstract - Intrusion Detection Systems (IDS) are crucial for protecting IT infrastructures against increasingly sophisticated and 

evolving threats. Faced with complex attacks such as stealthy or polymorphic threats, conventional methods based on rules or 

signatures show their limitations. An innovative IDS approach utilizing a deep neural network integrated into a distributed 

architecture for dynamic and precise network traffic analysis is introduced. Tested on the KDD Cup 99 dataset, this method 

demonstrated an accuracy of 99.90%, a recall of 99.89%, and a specificity of 100%, marking a significant improvement over 

traditional IDS systems. The exceptional performance obtained encourages the broader adoption of this system and suggests 

significant potential for revolutionizing IT security practices. The implications of the findings for current security strategies are 

also discussed, and directions for future research are proposed. 
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1. Introduction  
Computer networks play a vital role in modern society, 

facilitating essential activities such as communication, 

commerce, and the management of critical infrastructures. 

With this growing dependence comes an increase in the 

associated risks of cyberattacks, which are becoming 

increasingly sophisticated and diverse [1]. Intrusion Detection 

Systems (IDS) are therefore crucial for protecting these 

infrastructures, enabling the identification of unauthorized 

access attempts and defending networks against a variety of 

threats [2]. Traditional IDS based on rules or signatures face 

increasing difficulties when dealing with innovative attacks, 

particularly zero-day or polymorphic attacks, which can evade 

detection based on predefined models [3]. Furthermore, the 

emergence of the Internet of Things (IoT) exponentially 

increases the number of connected devices, diversifying attack 

vectors and thereby complicating network security tasks. 

These developments call for more adaptive IDS approaches 

capable of dynamically responding to new threats [4]. 

Deep learning has revolutionized intrusion detection by 

enabling models to learn and infer from vast volumes of 

network traffic data. This learning capability offers improved 

recognition of complex malicious behaviors, often 

undetectable by traditional methods. Deep learning 

architectures such as Convolutional Neural Networks (CNN), 

Long Short-Term Memory (LSTM) networks, and Gated 

Recurrent Units (GRU) have proven effective, particularly in 

IoT environments where interactions between devices 

increase vulnerability risks [5, 6]. However, existing research 

often lacks flexibility in dynamic network environments.  

Although effective, current methods are not always 

suitable for responding to new threats in real-time. An 

innovative distributed IDS system leveraging these advanced 

technologies for more effective network traffic analysis is 

proposed. Tested on the KDD Cup 99 dataset, this model 

achieved an accuracy of 99.90%, a recall of 99.89%, and a 

specificity of 100%. These exceptional performances illustrate 

the significant potential for improving intrusion detection in 

the face of constantly evolving cyber threats [7]. 

2. Background of the KDD 99 Dataset 
The KDD Cup 99 dataset is one of the most widely used 

datasets for evaluating Intrusion Detection Systems (IDS). It 

was created from data collected during the KDD Cup 1999 

competition, organized by the International Knowledge 

Discovery and Data Mining Tools Competition. This dataset 

contains a wide variety of simulated attacks on a fictitious 

military network, providing a rich environment for testing the 

capabilities of intrusion detection models.  

The dataset comprises 41 features and five main classes: 

normal, DoS (Denial of Service), R2L (Remote to Local), 

U2R (User to Root), and probe (probes). Its availability and 

popularity have led to its adoption as a standard benchmark 

for IDS systems [8]. 

http://www.internationaljournalssrg.org/
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3. Literature Review 
The evolution of Intrusion Detection Systems (IDS) has 

significantly benefited from the integration of deep learning 

technologies, making them more effective in various network 

environments. This section examines how these technologies 

have been applied to different sectors and the progress they 

have engendered in the field of cybersecurity. 

3.1. IDS in Wireless Sensor Networks  

H. M. Saleh et al. explored the application of deep neural 

networks to enhance the security of wireless sensor networks, 

focusing on cross-correlation techniques for feature 

extraction, highlighting their effectiveness in detecting 

complex threats [9]. 

3.2. IDS for Web Applications  

R. Branco et al. discussed the implementation of IDS 

based on network traffic and log analysis for web applications. 

They utilized natural language processing and machine 

learning, demonstrating significant improvement in detecting 

attacks targeting web applications [10]. 

3.3. Cross-Disciplinary Applications of Deep Learning  

T. Lei et al. showed that deep learning techniques could 

be applied beyond cybersecurity, such as in the simulation of 

plant phenological phenomena, illustrating the versatility and 

capability of these techniques to handle complex data sets 

analogous to those of network traffic [11]. 

3.4. Enhancement of IDS in IoT Networks  

K. Harahsheh et al. improved feature selection for IDS in 

the IoT environment, thereby optimizing the performance of 

machine learning models to address the challenges posed by 

the diversity and decentralization of IoT devices [12]. H. Im 

et al. proposed an innovative IDS architecture using cross-

check filters for in-vehicle networks, adapting IDS to very 

specific applications with stringent performance and 

reliability requirements [13]. 

3.5. Emerging Technologies in IDS  

M. A. Bouke et al. explored the use of the BukaGini 

algorithm to enhance feature interaction analysis in IDS, 

reducing false positives and adapting to dynamic network 

behaviors [14]. M. Fang et al. discussed the application of 

cycle-consistent generative adversarial networks to improve 

web security, an innovative approach to addressing constantly 

evolving cyber threats [15]. 

3.6. Lightweight IDS for IoT and Phishing Detection  

U. Otokwala et al. focused their research on lightweight 

IDS for IoT, using optimized feature selection and deep 

autoencoders, which are essential for effective solutions in 

resource-limited environments [16]. UG scholars utilized 

convolutional neural networks for phishing detection, 

demonstrating the effectiveness of these networks in 

recognizing phishing attempts [17].  

Each study contributes to an aspect of intrusion detection, 

showcasing the breadth and depth of possibilities offered by 

deep learning. This variety of applications underscores the 

importance of continuing to develop and integrate advanced 

techniques into IDS to meet the challenges of modern 

cybersecurity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Deep learning-based intrusion detection model 
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4. Methodology 
4.1. Deep Learning-Based Intrusion Detection Model 

4.1.1. Data Pre-Processing 

Before any training, network traffic data undergoes 

rigorous preprocessing to ensure their quality and relevance. 

This includes normalization, anomaly removal, and 

transformation into a format that can be utilized by the deep 

learning model [11]. This precise treatment is essential so that 

both training and testing data accurately reflect normal traffic 

and attack patterns, allowing the model to distinguish 

precisely between the two. 

 

Figure 1 illustrates the different steps involved in 

implementing a deep learning-based intrusion detection 

model, from preprocessing to intrusion detection. 

4.1.2. Model Architecture 

A Convolutional Neural Network (CNN) is adopted to 

characterize and identify attack signatures within network 

traffic. The CNN, effective in image processing, also proves 

efficient in identifying complex patterns in network traffic 

data, thanks to its multiple processing layers [15]. 

4.1.3. Deployment and Detection 

Once trained, the model is deployed on an intrusion 

detection system that continuously analyzes network traffic 

and generates an alert if an intrusion is detected. 

4.2. Distributed IDS Model Architecture 

Figure 2 shows the different components of the 

distributed IDS system, which includes several IDS sensors 

distributed across the network that collect and transmit data to 

a central server. 

4.3. IDS System Operation 

Data collected by the IDS sensors is analyzed by the deep 

learning model hosted on the central server, which generates 

alerts in case an intrusion is detected. These alerts are then 

transmitted to network administrators for necessary corrective 

actions [16]. 

4.4. Model Compilation 

The model compilation phase defines the optimizer 

('adam'), the loss function ('categorical_crossentropy'), and 

performance metrics such as precision, recall, and specificity 

[18]. This configuration is crucial to ensure the efficiency and 

reliability of the model under real-world conditions. 

4.5. Training and Testing Dataset Distribution 

To ensure a robust evaluation of the model, the KDD 99 

dataset was divided into training and test sets using an 80/20 

distribution. This division maintains sufficient variety in the 

training data while preserving a representative test set. A 10-

fold cross-validation was also performed to ensure that the 

model generalizes well on unseen data sets [19]. 

 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2 Distributed IDS architecture diagram 
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4.6. Evaluation Metrics 

In addition to precision, recall, and specificity, standard 

performance metrics were calculated to evaluate the model's 

performance [20] finely. 

 

5. Results 
5.1. Interpretation of Results 

The model achieved an exceptional accuracy of 99.90%, 

indicating that almost all the model’s predictions were correct. 

This metric illustrates the overall effectiveness of the model in 

discriminating between malicious activities and legitimate 

network traffic [21]. The recall (or sensitivity) was measured 

at 99.89%, meaning that the model successfully identified 

almost all actual attacks present in the test dataset. This high 

sensitivity is crucial for an operational security system, 

minimizing the risk of undetected attacks [22]. The specificity 

reached 100%, demonstrating that the model perfectly 

recognised and excluded every instance of normal traffic, thus 

avoiding any service interruption due to false alerts, which is 

vital for maintaining operational efficiency without 

compromising security [23]. Table 1 presents the performance 

metrics of the proposed model, illustrating its exceptional 

performance in terms of precision, recall, specificity, and 

accuracy. 

Table 1. Performance metrics 

Metrics Value 

Precision 99.90% 

Recall 99.89% 

Specificity 100.00% 

Accuracy 99.90% 
 

5.2. Confusion Matrix 

The confusion matrix (see Figure 3) provides a visual 

representation of the model’s performance, where True 

Positives (TP) and True Negatives (TN) show the correct 

classifications made by the system. The 100% specificity 

confirms that there were no False Positives (FP), which is 

ideal for the reliability of the IDS. False Negatives (FN) were 

extremely rare, demonstrating the model’s effectiveness in 

detecting actual attacks [22][24]. 
 

 
Fig. 3 Confusion matrix of the proposed model 

5.3. Graphical Representation of Results 

 
Fig. 4 Training and validation accuracy over epochs 

Figure 4 illustrates the evolution of training and 

validation accuracy over epochs. This representation shows 

how the model improved over time and indicates a stable 

convergence of performance. 

6. Discussion 
6.1. Comparison with State-of-the-Art Techniques 

6.1.1. Advantages of CNN Over Traditional Approaches 

The model based on Convolutional Neural Networks 

(CNN) has shown superior performance compared to 

traditional approaches based on rules and signatures, which 

have proven ineffective against zero-day and polymorphic 

attacks. Unlike traditional methods, CNNs can automatically 

extract and learn complex features from network traffic data, 

making them more adaptive and robust against new threats. 

6.1.2. Comparison with Other Deep Learning Models 

When comparing this model with other deep learning 

techniques, such as Long Short-Term Memory networks 

(LSTM) and Gated Recurrent Units (GRU), the CNN 

approach demonstrated a better ability to capture complex 

spatial data patterns thanks to its multiple convolutional 

layers. For instance, Hussein (2024) reported an accuracy of 

94.3% using an LSTM model for intrusion detection, whereas 

this CNN model achieved an accuracy of 99.90% [21]. 

6.1.3. Robustness Against Various Attacks 

This study also highlighted the robustness of the CNN 

model against different types of attacks, including Denial of 

Service (DoS) attacks, Remote to Local (R2L) attacks, and 

User to Root (U2R) attacks. The model’s perfect specificity of 

100% demonstrates its ability to minimize false positives, 

which is crucial for operational environments where false 

alerts can lead to significant costs. 

6.2. Reasons for Superior Performance 

6.2.1. Data Preprocessing and Normalization 

A significant part of the success lies in rigorous data 

preprocessing and normalization. By cleaning and 
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transforming the data appropriately, it was possible to reduce 

noise and anomalies, allowing the model to learn more 

relevant patterns and make more accurate predictions. 

6.2.2. Model Architecture 

The model architecture, with its multiple convolutional 

layers and dropout layers, to prevent overfitting, played a 

crucial role in improving detection accuracy and robustness. 

This configuration allows the model to capture complex 

hierarchical features and generalize better on unseen datasets. 

6.2.3. Hyperparameter Optimization 

Key hyperparameters such as the learning rate, batch size, 

and activation functions were also optimized, contributing to 

improved convergence and overall model performance. The 

use of the Adam optimizer helped accelerate convergence and 

find an optimal local minimum more efficiently. 

6.3. Implications for Cybersecurity 

6.3.1. Reduction of False Alerts 

The model’s 100% specificity indicates that it perfectly 

recognized and excluded every instance of normal traffic, thus 

avoiding any service interruption due to false alerts. This is 

particularly important in production environments where 

interruptions can have severe consequences. 

6.3.2. Real-Time Detection 

The model’s ability to detect intrusions in real-time 

through a distributed architecture enhances proactive security 

strategies. This approach allows for rapid response to 

emerging threats, minimizing potential damage caused by 

successful attacks. 

6.4. Limitations and Future Directions 

6.4.1. Real-Time Adaptive Learning 

Despite high performance, the model could benefit from 

integrating real-time adaptive learning mechanisms to better 

adapt to new emerging attack vectors. As suggested by 

Anusha et al. (2024), this approach could improve the 

responsiveness and effectiveness of IDS in dynamic 

environments [22]. 

6.4.2. Federated Learning 

The integration of federated learning techniques, as 

explored by Nuhu et al. (2024), could enhance the robustness 

of the IDS against distributed attacks and improve the model’s 

generalizability across different network domains. This 

approach would allow collaboration between multiple 

decentralized devices or servers without compromising data 

privacy [25]. 

7. Conclusion 
This study has validated the effectiveness of a 

Convolutional Neural Network (CNN) model for network 

intrusion detection. The results demonstrate that the model 

offers exceptional accuracy (99.90%), sensitivity (99.89%), 

and specificity (100%). These performances illustrate the 

model's ability to reliably and accurately identify real security 

threats while minimizing false alerts. 

7.1. Key Findings and their Importance 

• High Accuracy: Confirms that most of the model's 

predictions were correct, thus validating the reliability of 

CNNs in the context of cybersecurity. 

• High Sensitivity: Ensures that the system can effectively 

detect real attacks, an indispensable characteristic of any 

operational security system. 

• Perfect Specificity: Indicates that the model correctly 

identified all instances of normal traffic, which is crucial 

for reducing service interruptions due to incorrect security 

alerts. 

7.2. Future Implications for Research and Practice 

The results of this study encourage further integration of 

deep learning into intrusion detection systems, especially in 

dynamic and constantly evolving network environments. The 

adoption of deep learning models improves the ability of 

security systems to adapt to new threats without the need for 

frequent updates to threat signatures, as discussed in the works 

of Helali [24] and Gudimetla [26].  

The extension of this research could explore more 

complex or hybrid deep learning models, combining different 

neural network architectures for even more robust and 

accurate detection. Additionally, the integration of federated 

learning techniques, as suggested by Younas et al. [27], could 

enable more distributed and scalable threat detection, well-

suited to large enterprise networks and cloud environments. 

These approaches could lead to more resilient and 

customizable IDS that better address the challenges of modern 

security. Moreover, the exploration of machine learning 

techniques for anomaly detection in network traffic, as 

mentioned in [28], could provide further perspectives for 

improving intrusion detection systems. 
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