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Abstract - To an extent, trolls or abusive users tend to penetrate the online community and ruin the potential healthy interactions 

that members and users can have; they over-engage members in the virtual space. In this regard, our work aims to develop 

models for the automatic detection and classification of toxic comments. The study is divided into four stages or executed in four 

steps. The first step is data preparation, which is done in stages; the data is loaded and preprocessed. The second step comprises 

Exploratory Data Analysis (EDA), where we seek to describe the toxic labels in the data and how they vary. The text is then 

standardized using text preprocessing techniques such as lower casing and punctuation removal before model training. For the 

model training tasks, logistic regression and Naive Bayes models are used to label each category of the toxicity classifier. It was 

observed that more than 96% of accuracy is achieved across varied categories: 96.9% of toxic comments, 97.2% of severe 

toxicity, 97.7% of obscenity, 98.9% of threats, 97.1% of insults, and 96.9% of identity hate. The models were very robust; the 

whole work took only 2 minutes and 58.24 seconds, which is an indication of its effectiveness and scalability. 

Keywords - Dataset, Exploratory data analysis, Text preprocessing, CNN, Logistic regression, Naive Bayes, Model training, 

Evaluation, Accuracy, Threat detection, Insult detection, Identity hate detection, Efficiency.

1. Introduction  
Toxicity in online communication platforms represents a 

significant challenge in fostering healthy discourse and 

community engagement. With the proliferation of social 

media and digital forums, the prevalence of toxic comments 

has escalated, leading to adverse effects on user experience, 

mental well-being, and community cohesion. As a response to 

this growing concern, the development of robust models 

capable of automatically detecting and categorizing toxic 

comments has emerged as a crucial area of research [1]. 

 

We delve into the realm of toxic comment classification, 

aiming to address the pressing need for effective moderation 

and content filtering in online platforms. By leveraging 

machine learning techniques, we seek to develop models that 

can accurately identify various forms of toxic behavior 

exhibited in user comments. The goal is to enable platform 

administrators to mitigate the harmful impact of toxic content 

by implementing timely interventions and fostering a safer 

online environment [1, 2]. 

 

Our methodology encompasses four key stages. Firstly, 

we meticulously curate the dataset, ensuring its integrity and 

compatibility with subsequent analyses. Through Exploratory 

Data Analysis (EDA), we gain insights into the distribution of 

toxic labels, providing a foundational understanding of the 

dataset's composition and underlying patterns. Subsequently, 

we employ text preprocessing techniques to clean and 

standardize the textual data, preparing it for model training 

[1]. This involves procedures such as lowercase conversion, 

punctuation removal, and other transformations aimed at 

enhancing model interpretability and generalization.  

 

The crux of our study lies in the model training phase, 

where we explore the efficacy of logistic regression and Naive 

Bayes models for toxic comment classification [1]. Through 

rigorous evaluation, we assess the performance of these 

models across various toxic categories, including toxicity, 

severe toxicity, obscenity, threats, insults, and identity hate. 

Our results demonstrate impressive accuracies, highlighting 

the effectiveness of our approach in accurately identifying and 

categorizing toxic comments [2]. 

 

1.1. Problem Statement 

The problem of toxic comment classification involves 

developing effective models capable of automatically 

detecting and categorizing toxic comments in online 

conversations. This task is inherently complex due to the 
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nuanced and context-dependent nature of toxic language, 

which can vary widely across different platforms, cultures, 

and communities. Furthermore, the undiluted volume of user-

produced content on social media and other online entresol 

necessitates scalable and efficient solutions for identifying and 

moderating toxic behavior. 

 

2. Literary Review  
Toxic comments encompass online messages containing 

abusive, offensive, or harmful content aimed at denigrating, 

harassing, or intimidating individuals or groups. They often 

exhibit traits like profanity, hate speech, threats, derogation, 

and personal attacks, taking forms such as racism, sexism, 

homophobia, cyberbullying, trolling, and incitement to 

violence.  

 

Theoretical frameworks like Social Unity Theory explain 

toxic behavior as deriving from self-identity tied to group 

memberships, fostering in-group favoritism and out-group 

derogation.  

 

Social Learning Theory suggests individuals learn such 

behaviors through observation, imitation, and reinforcement, 

with online platforms providing avenues for modeling and 

reinforcing toxicity. 

 

Toxicity in online communication has garnered important 

animus due to its detrimental impression on individuals and 

communities. Studies have shed light on the prevalence and 

provided strategies for moderation. Wulczyn, Thain, and 

Dixon (2017) highlighted personal attacks in online 

discussions, emphasizing the importance of understanding 

such attacks for effective moderation.  

 

Zhang et al. (2015) introduced networks for text 

classification, aiding in identifying offensive language. 

Davidson et al. (2017) addressed hate speech detection, 

aiming to mitigate its harmful effects. Burnap and Williams 

(2017) explored cyber hate speech, advocating for policy 

decisions. Gao and Huang (2017) focused on detecting 

offensive language to safeguard adolescent online safety. 

Chatzakou et al. (2017) detected aggression and bullying on 

Twitter, providing insights into their prevalence.  

 

Qian et al. (2018) focused on detecting abusive language, 

contributing to more accurate algorithms. Fortuna and 

Mendes-Moreira (2019) conducted a survey on hate speech 

detection, providing valuable insights. Mishra et al. (2019) 

proposed a novel approach for abusive language detection.  

 

Ribeiro et al. (2019) audited radicalization pathways on 

YouTube, emphasizing monitoring online content. Zhang et 

al. (2020) continued exploration of offensive language 

detection, focusing on protecting adolescent online safety. 

Badjatiya et al. (2017) submitted a deep learning approach for 

hate oration detection in tweets, demonstrating the potential of 

deep learning techniques for content moderation. 

 

Toxic comments harm mental health safety online. They 

fuel harassment, cyberbullying, and stereotypes. They hinder 

dialogue, and sharing erodes trust. Their impact extends 

beyond digital, affecting social dynamics, discourse, and 

democracy. Our goal is to subscribe to the existing body of 

learning by proposing a methodology for toxic comment 

classification that leverages logistic regression and Naive 

Bayes models. We address the challenges of scalability, 

interpretability, and generalization by carefully curating the 

dataset, preprocessing the textual data, and rigorously 

evaluating the performance of our models across various toxic 

categories. Our goal is to develop robust and scalable solutions 

for detecting and moderating toxic behavior in online 

communication platforms. 

 

3. Proposed Methodology 
Building a toxic comment classifier involves using 

machine learning techniques to automatically identify 

comments and categorize them as toxic or non-toxic based on 

their content. Here is a general outline of steps to create a toxic 

comment classifier: 

 

Data Collection and Preprocessing:  

3.1. Data Collection 

To collect the required data for our study, we employed a 

multi-step approach that involved gathering information from 

various sources, including popular online platforms and 

existing datasets available on platforms like Kaggle and 

GitHub [3]. The steps involved in our data collection process 

are as follows: 

 

3.2. Web Scraping from Social Media Platforms 

Utilized web scraping techniques to extract comments 

and posts from exoteric social media entresol similar to 

Twitter Wikipedia, LinkedIn, Facebook, and Instagram. 

Implemented custom scripts and tools to navigate through the 

platforms' pages, retrieve relevant content, and store it in a 

structured format for further analysis [3]. 

 

3.3. Acquisition of Public Datasets 

Leveraged publicly available datasets related to online 

discussions and comments from platforms like Kaggle and 

GitHub. Selected datasets based on their relevance to our 

research objectives, ensuring diversity in topics, user 

demographics, and comment types. 

 

3.4. Personal Contacts and Networking 

Engaged with friends, classmates, and other individuals 

to collect additional data from personal interactions and social 

networks and solicited contributions from individuals who 

were willing to share their experiences or provide access to 

relevant comment data from their own online activities [3, 4]. 
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 Fig. 1 Individual steps for building Toxic Comment Diagram 
  

Figure 1 illustrates the comprehensive workflow for 

building a Toxic Comment Classification system. The process 

begins with data collection and processing, followed by 

Exploratory Data Analysis (EDA) to understand label 

distribution and underlying patterns. Subsequently, data 

cleaning and feature engineering techniques are applied to 

prepare the data for model training. The model selection phase 

includes training and hyperparameter tuning, after which 

models are evaluated using metrics such as the confusion 

matrix and performance matrix. The final steps involve 

deploying the model, monitoring its performance, and 

integrating feedback to ensure continuous improvement. 

 

3.5. Data Cleaning 

After collecting the data, the next crucial step in our study 

was data cleaning, where we processed and prepared the 

collected data for analysis. The data cleaning process involved 

several key tasks. 

 

3.6. Removing Irrelevant Information 

Eliminated irrelevant or redundant data that did not 

contribute to our research objectives. We filtered out 

extraneous data, including advertisements, irrelevant 

comments, and duplicate entries, to ensure the focus on the 

most pertinent content [4]. 

3.7. Handling Missing Values 

Identified and addressed any missing values or null 

entries in the dataset. Employed techniques such as imputation 

or removal of missing data based on the specific context and 

impact on the analysis [4]. 

 

3.8. Standardizing Textual Data 

Standardized the format and structure of textual data by 

converting it to a consistent format. Applied techniques like 

lowercasing, removing special characters, and standardizing 

abbreviations to ensure uniformity across the dataset [5]. 

 

3.9. Tokenization and Lemmatization 

Tokenized the text data by breaking it down into 

individual words or tokens performed lemmatization to abate 

inflected words to their ground or dictionary form, facilitating 

better analysis and interpretation. 

 

3.10. Handling Noise and Outliers 

Addressed noise and outliers in the data, such as 

excessively long comments or rare characters, through 

appropriate filtering or transformation techniques [5]. Ensured 

that the dataset was free from anomalies that could affect the 

accuracy and reliability of subsequent analyses. 
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3.11. Exploratory Data Analysis (EDA) 

During the Exploratory Data Analysis (EDA) cycle, we 

directed a comprehensive examination of the dataset to gain 

expensive insights into the nature and characteristics of toxic 

comments. The key aspects of our EDA process included: 

1. Toxicity Label Distribution: 

We analyzed the distribution of toxicity labels, such as 

toxic, severe toxic, and obscene, among others, to 

understand their prevalence in the dataset. 

Utilizing visualizations such as histograms, bar plots, and 

pie charts, we visualized the distribution of each toxicity 

label, allowing us to identify any imbalances or biases 

present in the data. 

2. Correlation Analysis: 

We performed correlation analysis to investigate the 

relationships between different toxic categories, such as 

the correlation between toxic and obscene comments or 

between toxic and insult comments. 

By calculating correlation coefficients and visualizing 

correlation matrices, we identified potential associations 

or dependencies between various toxic categories, 

providing insights into the interconnectedness of toxic 

behaviors in online communication. 

 

3.12. Text Representation 

We employed techniques similar to TF-IDF (Term 

Frequency-Inverse Document Frequency), and word inflict 

(e.g., Word2Vec, Glove) to convert the preprocessed text data 

into numerical features. These methods allowed us to capture 

semantic information and represent the comments in a format 

suitable for machine learning models.  

 

3.13. Additional Features 

Beyond textual representation, we extracted 

supplementary features from the text data [5]. This included 

metrics like comment length, punctuation usage, and 

sentiment scores. By incorporating these additional features, 

we aimed to provide the model with diverse information, 

enabling it to discern patterns related to toxic behavior more 

effectively [4, 5]. 

 

3.14. Model Selection and Training 

In the model selection and training phase, we embarked 

on a comprehensive exploration of various machine learning 

and deep learning algorithms by studying projects shared on 

platforms like Kaggle and GitHub. Analyzing these projects 

provided valuable insights into different approaches and 

algorithms employed for toxic comment classification tasks. 

Following this initial exploration, we narrowed down our 

focus to logistic regression and deep learning architectures, 

particularly utilizing techniques such as NLP (Natural 

Language Processing) and CNN (Convolutional Neural 

Networks) [6]. 

 

Our decision to utilize logistic regression stemmed from 

its simplicity and effectiveness in binary classification tasks, 

making it a suitable baseline model for our project. 

Additionally, we delved into the realm of deep learning, 

leveraging CNN architectures to capture spatial dependencies 

and hierarchical patterns within textual data. The adoption of 

CNNs was motivated by their ability to automatically learn 

relevant features from the text, potentially improving the 

model's performance in identifying toxic comments. Upon 

completing the implementation of logistic regression and 

CNN models, we rigorously trained and fine-tuned them using 

the curated dataset. Throughout the training process, we 

optimized hyperparameters and evaluated model performance 

on validation sets to ensure robustness and generalization. 

Subsequently, we conducted comparative analyses with 

existing projects to assess the effectiveness and efficiency of 

our approach. Our results exhibited upper representation in 

terms of accuracy and computational skill, affirming the 

efficacy of our chosen methodologies [5, 6, 7]. 

 

In this section, we outline the methodology employed for 

developing a toxic comment classification system. The 

methodology encompasses data ingathering, preprocessing, 

prominence engineering, model training, and evaluation. 

 

3.15. Text Preprocessing 

Prior to model training, the comment text underwent 

preprocessing steps to standardize the data and remove 

irrelevant information. Text preprocessing involved 

converting text to lowercase, removing stop words, and 

eliminating punctuation marks. 

 

Fig. 3.2.  Test Head Comment long or toxic 
 

Figure 2 provides an overview of the test head comment 

evaluation, classifying comments based on their length and 

toxicity. The model identifies attributes that contribute to each 

classification, ensuring accurate and effective moderation. 

 

3.16. Tokenization and Padding 

The comment text was tokenized using TensorFlow's 

Tokenizer class, converting words into numerical sequences. 

To ensure uniform input size for the model, sequences were 

padded with zeros using the pad sequences function [7]. 

 

Figure 3 illustrates the training head, displaying the 

comment IDs and their corresponding True or False labels. 

The model uses these labels to learn and distinguish between 

toxic and non-toxic comments effectively.  
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Fig. 3.3. Train head ID and comment True or False 

 

3.17. Model Definition and Training 

A sequential neural network model was defined using 

TensorFlow's Keras API, comprising an embedding layer, an 

LSTM layer, and dense layers with dropout regularization. 

The embedding layer converts words into dense vectors, while 

the LSTM layer captures long-term dependencies and 

contextual information from the sequences. Dense layers with 

dropout regularization help mitigate overfitting by randomly 

dropping neurons during training. The model was created with 

the binary cross-entropy loss function, which is suitable for 

binary classification tasks. It was trained on padded sequences 

to ensure uniform input lengths, and early stopping was 

employed to halt training once the validation performance 

ceased improving, preventing overfitting and optimizing the 

model's generalization capability[7]. 

 

 
Fig. 3.4. Graph of model definition and training 

 
 

Figure 4 graph depicts the model definition and training 

process, highlighting key stages such as model selection, 

hyperparameter tuning, and performance evaluation. 

Model Evaluation: Training and validation accuracies were 

monitored over epochs to evaluate model performance and 

prevent overfitting. Accuracy metrics were visualized using 

line plots to assess model convergence and generalization 

capability [8]. The trained model was utilized to predict 

toxicity scores for the test dataset. Predictions were saved to a 

CSV file for submission, including comment IDs and 

corresponding toxicity scores [7]. 

 

 
Fig. 3.5. Train model accuracy test part 

 

Figure 5 shows the accuracy of the trained model during the 

test phase, illustrating its performance across various evaluation 

metrics. In this section, we perform Exploratory Data Analysis 

(EDA) on the toxic comment dataset to profit insights into the 

distribution and peculiarity of toxic comments. 

 

3.18. Dataset Overview 

The dataset used for analysis is loaded into a Pandas Data 

Frame named train from the file "test_labels.csv". Initial 

exploration of the dataset reveals the distribution of toxic 

comments using the value counts () function, indicating the count 

of toxic and non-toxic comments [8]. 

 

 
Fig. 3.6. Counting value toxic 

 

Figure 6 displays the count of toxic values, with -1 indicating 

89,186 non-toxic comments, 0 indicating 57,888 neutral 

comments, and 1 indicating 6,090 toxic comments. 

 

3.19. Cross-Tabulation Analysis 

Cross-tabulation analysis is conducted to explore 

relationships between different toxicity categories. The crosstab() 

function is employed to generate contingency tables, examining 

the overlap between toxic comments and other toxicity categories 
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such as severe toxic, obscene, threat, insult, and identity hate [8]. 

Fig. 3.7. Cheek full dataset cross tabulation 

 

Figure 7 presents a cross-tabulation of the entire dataset, 

providing a comprehensive analysis of relationships between 

variables and categories within the data.  

 

3.20. Correlation Analysis 

Correlation analysis is performed to quantify the linear 

relationship between various toxicity labels. The correlation 

matrix is computed using the corr() method, focusing on the 

correlation coefficients between severe toxic, obscene, threat, 

insult, and identity hate labels [9]. 

 

 
Fig. 3.8. Dataset Correlation iloc and corr 

 

Figure 8 depicts the correlation analysis of the dataset 

using iloc and corr methods, revealing relationships between 

variables and their strength of association. Comment Length 

Analysis: The length of toxic comments is investigated to 

understand their potential relationship with toxicity. Comment 

length statistics are computed using descriptive statistics, 

including mean, median, and quartiles. Additionally, the 

distribution of comment lengths is visualized to identify 

potential outliers or patterns [9]. 

 

 
Fig. 3.9. Comment length and type 

 

In Figure 9, comment length and type statistics reveal 

insights into the dataset's comment lengths. With a mean 

length of approximately 1.58 and a standard deviation of 0.49, 

comments generally range between 1 and 2 units in length. 

The distribution, as indicated by percentiles, shows that 25% 

of comments are 1 unit long, 50% are 2 units, and the 

maximum length observed is 2 units. This analysis provides a 

clear overview of comment length variability within the 

dataset.  

 

3.21. Sampling for Analysis 

To facilitate in-depth analysis, a subset of the dataset 

comprising one percent of the total comments is sampled [9]. 

Text Tokenization and Padding Comments from the datasets 

are tokenized using Keras' Tokenizer class to convert text data 

into sequences of integers. Token sequences are padded to 

ensure uniform length using Keras' pad_sequences() function, 

which is crucial for feeding data into neural networks. Loading 

Pre-informed Word Embedding: Pre-trained word embedding 

is loaded to provide word representations for the tokenized 

text data. The code supports multiple embedding types, 

including GloVe and Word2Vec, allowing flexibility in 

choosing embedding based on the application's requirements 

[10]. 

 

3.22. Model Architecture Definition 

Convolutional Neural Network (CNN) model masonry is 

defined using Keras' functional API. The model construction 

of an embowel layer is followed by a convolutional stratum 

with max pooling and perfectly connected layers with 

evanesce regularization. This architecture is designed to 

capture local patterns in the input data through convolutional 

layers and global patterns through max pooling operations. 

 

3.23. Model Training 

The CNN model is compiled to behave binary cross-

entropy evil and the Adam optimizer. Training data (tokenized 

and padded comments) and corresponding labels (toxicity 

categories) are fed into the model for training. Early stopping 

is employed as a callback to monitor validation loss and 

prevent overfitting. The model is trained for a specified 

number of epochs with batch processing for efficiency. 

 
Fig. 3.10. Training model 

 

Figure 10, training the machine learning model for 

optimal performance and accuracy.  

 

3.24. Model Evaluation and Prediction 

After training, the model's weights are saved to disk for 

future use. The trained model is used to do ratiocination on the 

test dataset to classify toxic comments. Predictions are saved 
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to a file for further analysis or submission, facilitating model 

evaluation and performance assessment. Text discipline is a 

crucial step in moving verdant text data into a numerical shape 

fit for machine learning models. In this recitation, the TF-IDF 

(Term Frequency-Inverse Document Frequency) 

victimization deftness is devoted to using the TfidfV 

victimizer module from the Scikit-learn library. This process 

transforms the cleaned comment text into a sparse matrix of 

TF-IDF features, capturing the importance of each term in 

distinguishing toxic and non-toxic comments [10]. 

 

 
Fig. 3.11. Comment text and space hate 

 

Figure 11 analyses comment text and its association with 

hate speech related to space. Two machine learning models 

are trained for toxic comment classification: logistic 

regression and multinomial naive Bayes. Logistic regression 

models are trained independently for each toxicity label, while 

a multinomial naive Bayes model is specifically trained for the 

'toxic' label. The training method involves reading the dataset 

into training and testing sets, applying the models to the 

training data, and evaluating their rendering using accuracy 

metrics [9]. Additionally, hyperparameter tuning techniques 

are applied to optimize model performance. After training the 

toxic comment classification models, the next step is to utilize 

these models for making predictions on new, unseen data. In 

this section, we demonstrate the prediction process using the 

trained models and showcase how they classify comments into 

different toxicity categories [10, 11]. 

 

 
Fig. 3.12. Toxic comment classified 

 

In Figure 12, the classification of toxic comments, with 

an accuracy of 96.9%, demonstrates the model's robustness in 

identifying harmful content. 

 
Fig.3.13: Obscene Comment Classified. 

 

In Figure 13, the classification of obscene comments with 

an accuracy of 97.7%, showcasing the model's effectiveness 

in detecting inappropriate content. 

 

 
Fig.3.14: Threat Comment Classified. 

 

In Figure 14, threat comments are classified with an accuracy 

of 98.9%, highlighting the model's precision in identifying 

threatening content. 

 
Fig. 3.15. Insult comment classified 

 

In Figure 15, the classification of insult comments with 

an accuracy of 97.1% underscores the model's capability in 

detecting insulting content. 

 

 
Fig. 3.16. Identity hate comment classified & execution time 
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In Figure 16, the classification of identity hate comments 

with an accuracy of 96.9%, along with the execution time of 

the model. Firstly, the trained models, including logistic 

regression and Naive Bayes classifiers, are loaded into 

memory. These models have been trained on the preprocessed 

toxic comment data and are ready to classify new comments. 

To demonstrate the prediction process, we provide a sample 

comment as input to the models. This comment is then 

preprocessed using the same text-cleaning techniques applied 

during the training phase to ensure consistency [11]. 

Subsequently, the preprocessed comment is transformed into 

a numerical feature vector using the TF-IDF victimizer, which 

encodes text data into a format suitable for machine learning 

models. This vector representation is then passed into each 

trained model for prediction [12]. 

 

 
Fig. 3.17. Toxic and Spam Ratio 

 
 

Figure 17 shows the ratio of toxic and spam comments, 

showcasing examples such as "fuck you," "go fuck," and 

"vandalize page," highlighting common toxic and spam 

phrases. For each toxicity label (e.g., toxic, severe toxic, 

obscene, etc.), the models output the probability score 

indicating the likelihood of the comment belonging to that 

category [12]. These probability scores provide valuable 

insights into the model's confidence level in its predictions. 

Finally, the predicted probabilities for each toxicity label are 

displayed, allowing for a comprehensive understanding of 

how the models classify the input comment. 

 

 
Fig. 3.18. Toxic level on dataset 

Figure 18 illustrates the toxicity levels within the dataset, 

displaying the probabilities for different categories. The 

probability of a comment being classified as toxic is 0.998, 

severe toxic is 0.0101, obscene is 0.177, threat is 0.998, insult 

is 0.0255, and identity hate is 0.0186. These metrics highlight 

the model's assessment of various toxic categories in the 

dataset. 
 

 

 

4. Results and Discussion  
This section gives a detailed look at the outcomes from 

our models that identify and sort out harmful comments. We 

talked about how well the models did, how fast they worked, 

and what we learned from testing them. We also mention the 

good points, the not-so-good points, and ways we could make 

the models better.  

 

The findings from our experiments are encouraging, as 

the models demonstrated high accuracy in identifying and 

categorizing toxic comments across multiple categories. 

Specifically, the classification accuracy was as follows: 96.9% 

for toxic comments, 97.2% for severe toxic comments, 97.7% 

for obscene comments, 98.9% for threats, 97.1% for insults, 

and 96.9% for comments related to identity hate. These results 

underline the effectiveness of the model in handling various 

forms of online toxicity [12, 13]. 
 
 

 

 
 

4.1. Performance on a Multi-Dataset Approach 

Our models were trained and evaluated on several large-

scale datasets that captured a wide range of toxic behaviors, 

linguistic diversity, and user-generated content. The inclusion 

of these multiple datasets enhanced the generalization ability 

of the models, as they were exposed to varying forms of online 

toxicity across different platforms and communities.  

 

The ability to process big data allowed us to train the 

models on millions of samples, improving the robustness of 

the classification process and increasing the models' accuracy 

in detecting nuanced forms of toxic language [12].  

 

The performance of our toxic comment classification 

models was evaluated using key metrics, including accuracy, 

precision, recall, and AUC-ROC across the three datasets: 

Comment to Source, Leaderboard, and Validation Data. Table 

4.1 summarises the results for each toxicity category across 

these datasets. 

 

In this Table 4.1 Comment to Source Dataset: This 

smaller dataset (7,538 entries) offered high accuracy across all 

categories, ranging from 96.3% to 98.2%, providing a reliable 

benchmark for early-stage testing. Leaderboard Dataset: With 

over 204,000 entries, this dataset demonstrated the models’ 

ability to scale, maintaining high performance with the highest 

accuracy of 99% for detecting threats. Validation Data: The 

models consistently performed well on this test set, indicating 

their ability to generalize effectively, with accuracy ranging 

from 96.7% to 98.8%. 
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Table 4.1. Model performance metrics across different toxicity categories and datasets 

Toxicity 

Category 

Comment to 

Source 

(7,538) 

Leaderboard 

(204,131) 

Validation 

Data (30,109) 

Overall 

Accuracy 

(%) 

Toxic Comments 96.3% 97.1% 96.7% 96.9% 

Severe Toxic 96.8% 97.5% 97.3% 97.2% 

Obscene 

Comments 
97.2% 97.9% 97.8% 97.7% 

Threats 98.2% 99.0% 98.8% 98.9% 

Insults 96.9% 97.3% 97.1% 97.1% 

Identity Hate 96.7% 97.0% 96.8% 96.9% 

4.2. Model Performance Metrics 

We evaluated the models using key performance metrics 

such as accuracy, precision, recall, and F1-score to assess their 

classification capability across different toxicity categories. In 

addition, the area under the Receiver Operating Characteristic 

(AUC-ROC) was calculated to measure the models' ability to 

distinguish between toxic and non-toxic comments. Given the 

large volume of data processed, the models' performance 

metrics remained stable and showed strong consistency across 

datasets. High precision and recall values indicate that the 

models performed well in both identifying true toxic 

comments and minimizing false positives. For example, 

obscene and threatening comments, which typically involve 

more overt toxic behavior, were detected with precision rates 

close to 99%. These results suggest that the models are well-

equipped to handle large-scale datasets in real-world 

applications where data volume and variety are significant 

[13]. 

 

4.3. Comparative Analysis of Models  

A comparative analysis of different machine learning 

algorithms, including logistic regression and Naive Bayes, 

was conducted to determine their efficacy in a big data 

context. While both models performed well, logistic 

regression consistently outperformed Naive Bayes in terms of 

recall, especially for categories like "severe toxic" and 

"obscene" comments. However, Naive Bayes demonstrated 

higher computational efficiency, processing large datasets 

more rapidly. This comparative analysis highlights the trade-

offs between different models when applied to big data. 

Logistic regression offers more accuracy for nuanced 

categories, while Naive Bayes is more computationally 

efficient, making it better suited for real-time applications or 

resource-constrained environments. 
 

4.4. Model Interpretability  

We analyzed the interpretability of the models by 

examining the importance of features and exploring the most 

discriminative words associated with different toxicity levels. 

The use of big data provided a broader linguistic scope, 

allowing for a more detailed understanding of the contextual 

cues that drive toxic language. For example, specific 

keywords and phrases unique to certain platforms emerged as 

strong indicators of toxicity, which were then utilized by the 

models to make accurate classifications. The ability to 

interpret these results is critical in ensuring that content 

moderation processes are transparent and can be explained to 

end users and moderators. This transparency builds trust in 

automated systems deployed for content moderation [13]. 
 

5. Discussion of Findings 
5.1. High Classification Accuracy on Large Datasets 

The models demonstrated high classification accuracy 

across multiple large datasets. The generalization ability of the 

models was enhanced by exposure to a wide variety of toxic 

behaviors. The high accuracy rates achieved 96.9% to 98.9% 

across toxicity categories reflect the models' capability to 

generalize well, even when trained on massive and diverse 

datasets [12, 13]. 

 

5.2. Effective Differentiation of Toxicity Levels 

The models were able to effectively discriminate between 

different toxicity levels, as evidenced by the high 

classification rates for severe toxic, obscene, and threatening 

comments. This ability to capture varying degrees of toxicity 

is essential for platforms requiring precise content moderation 

and ensures that more severe toxic behavior is urgently 

addressed. 
 

 

5.3. Challenges and Limitations of Big Data Use 

While using big data provided extensive training samples 

and enhanced generalization, it also introduced challenges 

such as model bias. Large datasets often contain imbalances 

in the distribution of toxicity categories, which could bias the 

model toward over-detection of certain categories while 

underperforming in others, such as subtle or context-

dependent toxic behavior. Additionally, while large datasets 

provide rich training opportunities, they also increase 

computational complexity. This complexity can lead to longer 

processing times and may require more sophisticated 

infrastructure, such as distributed computing or cloud-based 

processing, to manage efficiently [13]. 
 

 

5.4. Implications for Online Content Moderation at Scale 

The high accuracy rates achieved by our models have 

significant implications for large-scale online content 

moderation. By leveraging big data, these models can assist in 

automating content review processes, allowing for faster 
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identification and removal of harmful content. This scalability 

is particularly relevant for platforms with millions of daily 

users, where manual content review would be inefficient or 

infeasible [12]. 
 

 

5.5. Ethical Considerations with Big Data 

The deployment of models trained on big data comes with 

ethical considerations. It is important to ensure that the 

datasets used for training do not perpetuate biases or unfairly 

target specific groups. Regular auditing of model 

performance, especially across different demographic groups, 

is crucial to ensuring fairness and transparency. Moreover, the 

scale of data processing raises concerns around privacy and 

data security, requiring robust safeguards to protect user 

information [13]. 
 

 

5.6. Practical Implications for Real-World Applications 

Our toxic comment classification models, capable of 

processing large-scale data, have practical applications in 

areas such as online content moderation, social media 

monitoring, and community management. By harnessing the 

power of big data, these models can swiftly identify and 

mitigate toxic behavior at scale, contributing to safer online 

environments. Our models demonstrated high accuracy and 

robustness when trained on large datasets, proving effective 

for real-world applications. However, the challenges of bias, 

interpretability, and computational complexity highlight the 

need for continuous refinement to ensure fairness and 

efficiency at scale. 
 

6. Conclusion  
In conclusion, our study contributes to addressing the 

pressing need for effective moderation and content filtering in 

online platforms by developing robust toxic comment 

classification models. Through meticulous data curation, 

exploratory data analysis, text preprocessing, and model 

training, we have demonstrated the effectiveness of logistic 

regression and Naive Bayes models in accurately identifying 

and categorizing toxic comments across various toxicity 

categories. Our findings, which reveal classification 

accuracies ranging from 96.9% to 98.9% across various 

toxicity categories, underscore the reliability and robustness 

of our models. Furthermore, the efficient execution of our 

methodologies, with a total runtime of 2 minutes and 58.2426 

seconds, highlights the scalability and practical feasibility of 

our approach for real-world deployment. However, our study 

also highlights the challenges and limitations inherent in toxic 

comment classification, including potential biases in training 

data and the complexity of context-dependent toxicity. Future 

research endeavors should focus on addressing these 

challenges and further enhancing the accuracy, fairness, and 

interpretability of toxic comment classification models. 
 

Future Words 
Feature analysis is conducted to examine the magnitude 

of individual tokens (features) in distinguishing toxic and non-

toxic comments. The frequency of every token is calculated 

across toxic and non-toxic messages, and a ratio of toxic to 

non-toxic occurrences is computed. This analysis provides 

insights into the discriminatory power of each token and 

informs feature selection strategies for model refinement. 
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