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Abstract - A Recommendation System (RS) is a kind of data filtering framework that can forecast user preferences or ratings for 

various categories, including music, movies, books, social media tags, books, and general products. A book recommendation 
system is essential to connect readers with appropriate books, encourage a love of reading, and preserve an exciting literary 

community. With the rise of online bookstores and digital libraries, readers would not be able to discover their next outstanding 

literary adventure without personalized book recommendations. This work primarily aims to present a comparative analysis of 

the performance of suggested book recommendation systems employing the Neural Collaborative Filtering (NCF) approach with 

feature optimization and the Weighted Alternating Least Square (WALS) approach. The proposed models were evaluated on the 

GoodBooks-10Kdataset. Root Mean Square Error (RMSE) values were employed to compare the models’ performances. A system 

that is better at forecasting user behavior will provide a more satisfying and customized reading experience; a decreased RMSE 

score indicates this. The simulation outcome indicates that the suggested method produced excellent outcomes with significantly 

lower RMSE values. It also demonstrates that NCF with feature optimization exhibits superior recommendation performance 

regarding RMSE, outperforming WALS consistently with lower values. This outcome demonstrates how the recommended 

techniques can enhance the effectiveness of book recommendations and help users select books that are more compatible with 

their own tastes. 

Keywords - Alternating least square method, Collaborative filtering, Matrix factorization, Neural collaborative filtering, 

Recommendation system, Root Mean Square Error. 

1. Introduction 
Recommendation Systems (RSs) provide product or item 

recommendations based on a user’s particular interests, a 

group of related products, or comparable users. These kinds of 

data can be acquired implicitly through user behavior and 

user-item interaction or directly through user-item ratings [1-

3]. Academics and educators employ recommender systems to 

quickly sort through the necessary material [4-9]. 

An RS uses an information filtering method to build a 

suggestion model based on data derived from a user’s 

browsing history and interests, as well as their physiological 

profile. Information filtering frameworks use 

recommendation algorithms to make recommendations for 
books, music, and movies depending on user requests. These 

algorithms suggest products personalized to each user’s 

unique interests. Figure 1 depicts the recommendation 

function’s visualization. 

 

 

 

 

Fig. 1 Recommendation function 
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The basic idea behind content-based filtering is to 

recommend products based on users’ interests [10]. One 

popular approach to making user recommendations is the 

Collaborative Filtering (CF) methodology. The methodology 

focuses on recommending publications based on previously 

conducted searches and metadata. It involves creating a user-
item rating matrix with each user’s preferences for the objects 

they have viewed. The relationship between comparable users 

determines how unseen items should be rated. Systems for CF 

can generate original recommendations and are independent 

of domains [11]. Depending on the model and system 

memory, CF employs two different techniques [12]. The 

memory-based approach uses the system’s memory to provide 

predictions. The memory-based technique envisages items for 

the current user based on their shared preferences. Once the 

current user has rated an item, the method creates a matrix 

based on their ratings and then generates new 

recommendations based on those ratings. Figure 2 illustrates 
the visualization of content-based filtering and CF in an RS. 

Book RSs are vital in improving the accessibility and 

customization of reading experiences in the modern world. 

These systems can customize recommendations based on user 

preferences by utilizing advanced algorithms and data 

analytics, which makes literature discovery more effective and 

enjoyable. This enables publishers and authors to reach their 

intended audiences and readers to locate intriguing and 

relevant books. Additionally, RSs increase the global reach of 

literary work by bridging the gap between digital platforms 

and traditional libraries. Personalized recommendations can 
potentially improve learning and encourage lifetime reading 

habits in educational settings, highlighting their value even 

more. Hence, the main objective of the suggested research 

work is to offer a comparative analysis of the proposed book 

RSs. The major contribution of the paper includes: 

 Develop an efficient book RS by leveraging CF 

techniques to enhance the precision and relevance of 
suggested readings based on user preferences and 

behaviours. 

 Utilize the Weighted Alternating Least Squares (WALS) 

Matrix Factorization (MF) method to address and 

mitigate sparsity issues, guaranteeing robust 

recommendations even with limited user-item interaction 

data. 

 Create an RS founded on the Neural Collaborative 

Filtering (NCF) approach with feature optimization, 

integrating deep learning methods to grab complex user-

item interactions and boost recommendation 
performance. 

 Conduct a comprehensive performance comparison of the 

proposed book RSs, evaluating their effectiveness and 

scalability to identify the most suitable solution for 

various application contexts. 

The remaining section of the paper is arranged as follows: 

Section 2 delivers a review of the literature, highlighting 

topics that require further investigation. Section three offers a 

thorough explanation of the methodology. The fourth section 

thoroughly discusses the results of the suggested technique. In 

Section Five, the paper concludes with a summary of the 

findings.  

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2(a) Content-based filtering, and (b) CF in an RS. 
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2. Related Works 
Afoudi Yassine et al. [13] developed an approach for 

building a hybrid recommender framework that integrates CF 

with the neural network techniques of content-based 

approaches and self-organizing maps. The movie dataset 

served as the evaluation platform for the suggested RS. The 

simulation results revealed that using self-organizing maps 

with CF instead of K-means clustering with CF resulted in 

lower RMSE in most clusters. Furthermore, it demonstrated 

that the proposed RS had increased the quality and 

effectiveness of movie RSs.  

Fikadu-Wayesa et al. [14] offered CF and content-based 

filtering with semantic relationships to identify the 
relationships and provide readers in a digital library with 

knowledge-based book recommendations. By grouping the 

patterns in a semantically equivalent way, the clustering 

algorithm was able to grab the similarity between the books 

that the new user had extracted. The effectiveness of the 

proposed model is evaluated using an extensive set of 

experiments that employ Information Retrieval (IR) 

assessment criteria. The simulation findings demonstrated that 

the suggested approach performed significantly better than the 

most advanced models. 

Anant Duhan and N. Arunachalam [15] introduced an RS 
framework based on decision trees. Real-time user data was 

employed to test the proposed solution. Based on the 

experimental findings, the suggested method might offer 

personalized recommendations for consumers. The CF 

method used in this work yielded positive outcomes in terms 

of accuracy and efficiency. The suggested strategy 

outperformed the existing methods.  

Sunny Sharma et al. [16] proposed a book RS that predicts 

recommendations based on a hybrid method. There are three 

stages to the suggested approach, which combines content-

based and CF. The first phase detects the objects, while the 

second phase matches profiles to identify individuals 
comparable to the current user. The last step makes 

suggestions to the intended user by evaluating the prediction 

value for each item utilizing the Resnick prediction equation. 

According to the simulation results, the recommended system 

outperformed the existing methods and performed effectively. 

Tulasi Prasad Sariki and G. Bharadwaja Kumar [17] 

suggested an expanded architecture with 3 concurrent phases 

to enhance the recommendation procedure. The NER module 

extracted the named entities from the full book content, the 

essential semantic units that provide hints on potential reading 

choices for other related books. During the feature extraction 
phase, analysis of the book’s front cover included identifying 

images, text, and captions to determine its genre. Stylometric 

analysis extended the feature set by evaluating the author’s 

literary style, aiming to identify authors with similar writing 

styles to the current author of the book. According to the 

simulation findings, the suggested model outperformed the 

existing model by 6%. The stylometry and visual features 

improved the recommendation process compared to baseline 

and hybrid models. 

Minyu Liu [18] offered deep belief networks for 
customized book suggestions. It examined library features in 

the first phase and sorted out changes in development along 

with digital library features. An investigation of existing deep-

belief network-based personalized recommendation services 

yielded the parameters influencing library patrons’ adoption 

of these services. Finally, deep belief networks are used to 

build digital library scenarios that are predicated on the 

development of a customized RS for library materials. 

According to the simulation findings, the proposed deep belief 

network-based RS produced excellent recommendation 

outputs. 

Taushif Anwar and V. Uma [19] developed a Cross-
Domain book RS employing Sequential Pattern Mining (CD-

SPM) and rule mining. The proposed work utilized Wpath to 

support defining the semantic similarity between items that 

belong to diverse domains. The PrefixSpan technique is 

utilized to retrieve frequently occurring sequences. Initially, 

five distinct movie categories were used for the error 

comparison using the RMSE, and the findings showed that the 

suggested system produced a lower error rate. Finally, 

precision, recall, and F1 Score metrics were considered when 

evaluating the pattern mining method. According to the 

simulation results, the CD-SPM outperformed the CF-KNN 
technique.  

Dhiman Sarma et al. [20] provided a book RS for online 

users who rated a book using the clustering method and then 

discovered a book’s similarity to recommend a new one. The 

suggested system employed the K-means Cosine Distance 

function and the Cosine Similarity function to measure 

distance and evaluate the similarity between the book groups. 

Simulation findings demonstrated that the introduced system 

can more efficiently remove uninteresting novels from the list 

of recommended books.  

Yihan Ma et al. [21] developed a personalized 

recommendation algorithm for book RSs by introducing wide 
and deep models. The first step is to gather reader and book 

information. Subsequently, the fundamental recommendation 

model is acquired through the combined training of LR and 

DNN networks, following an analysis of the wide and deep 

models’ structures and concepts. A set of comparative studies 

were ultimately designed to authorize the effectiveness of the 

suggested approach. Based on the simulation results, the 

accuracy of the suggested book recommendation framework 

outperformed both hybrid and classic recommendation 

algorithms by a large margin.  
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Akhil M. Nair et al. [22] developed the Content-based 

Scientific Article Recommendation (C-SAR) model utilizing 

a deep learning methodology. The Apriori algorithm was 

utilized for association rule mining to identify frequently co-

occurring sets of documents within a similar dataset. 

Subsequently, similarity levels between these documents were 
assessed using the Gated Recurrent Unit (GRU) technique. 

The experimental findings showed that the suggested 

approach surpassed existing models that used user 

representations and simple K-means clustering.  

The current book, RS, faces several limitations that hinder 

its effectiveness. Firstly, they are restricted to recommending 

only ten books per query and are confined to a narrow domain, 

primarily focusing on computer science books. These systems 

require extensive real-time data, which raises privacy 

concerns as unnecessary information like emails, passwords, 

and user names is collected. Moreover, they are limited to 

library and e-library settings and fail to leverage clustering 
techniques for improved recommendations, making them 

unsuitable for broader applications such as e-commerce 

platforms. Additionally, the existing models only consider 

academic books, disregarding factors like book-length, 

borrowing duration, and clustering, leading to overfitting 

issues on small datasets, such as one containing just 4,612 

books. To address these shortcomings, an enhanced book RS 
is necessary to provide more accurate, diverse, and scalable 

recommendations across various domains while ensuring 

privacy and effective data utilization. 

3. Materials and Methods  
The primary objective of this study is to present a 

comparative evaluation of suggested book RSs. In this 

proposed work, two different book RS have been introduced 
and provided a performance comparison of these two RSs. The 

WALS approach and NCF with feature optimization were 

utilized for effective RS. The block schematics of the Book 

RS are visualized in Figure 3. 

 

 

 

 

 

 

 

 

Fig. 3 Block diagram of proposed book RSs

3.1. Dataset Description 

This study uses the goodbooks-10k [23] dataset, which 

includes ratings for ten thousand popular books. Each book 

averages 100 reviews, but some have fewer. A scale of one to 

five is employed for these ratings.  

This dataset utilizes a sequential numbering scheme for 

the book IDs and user IDs, with book IDs ranging from 1 to 

10000 and user IDs from 1 to 53424. It is fascinating that 
every user has at least two ratings, with an average of eight 

ratings per user.  

Several folders categorize the dataset. Specifically, the 

proposed book RS utilized the “ratings.csv” file. Table 1 lists 

the primary characteristics of the dataset, while Figure 4 

visually depicts its structure. 

 

Table 1. Feature description of dataset 

Features Description 

Book ID 
Identification of the Number of 

Books 

Title Name of the Book 

Authors Author Name 

Average_Rating Average Rating of the Book 

ISBN 
International Standard Book 

Number 

ISBN_13 
13 Digits ISBN to Recognize 

the Book 

Language_Code Primary Language of the Book 

Num_Pages Page Count 

Ratings_Count Total Count of Ratings 

Text_Reviews_Count 
Total Count of Received 

Reviews 

Publication_Date Publication Date 

Publisher Name of the Publishers 

Performance 

Evaluation 

Recommendation 

Outputs 

Good Books –  

10 K Dataset 
Data 

Preprocessing 

Exploratory Data 

Analysis 

Proposed Book 

Recommendation 

Systems 
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Fig. 4 Visualization of dataset 

3.2. Data Pre-Processing and Exploratory Data Analysis 

(EDA) 

Data pre-processing is an essential and challenging stage 

in data analysis, aimed at undertaking problems like errors, 

missing values, outliers, and inconsistencies to improve data 
quality. Missing data can be greatly influencing the quality of 

data analysis. Two common techniques usually employed to 

handle missing data are imputation and data deletion. The 

management of missing values is crucial to data pre-

processing because it has an immediate impact on dataset 

quality and reliability.  

One can employ various methods to address missing data. 

These include eliminating rows that contain missing values, 

filling in the missing values with metrics, or utilizing more 

advanced techniques like regression imputation or predictive 

modeling. An essential part of data pre-processing is locating 

and handling outliers. Data points that substantially differ 
from the rest of the dataset are known as outliers, and their 

existence can have a big impact on the results of data analysis. 

These anomalies may affect the validity of statistical results, 

which can also impair learning model performance. 

An ultimate step in the data analysis process offering a 

wide-ranging overview of all the significant features of a 
dataset is the aim of Exploratory Data Analysis (EDA). This 

process is necessary to get deeper perceptions into the data 

before using more complex statistical and learning 

frameworks.  

Descriptive statistics are first used in the EDA process to 

give an overview of the main trends and data variability. In 

descriptive statistics, key metrics include the range, mean, 

mode, median and standard deviation. The descriptive 

statistics of the gathered data are shown in Figure 5, which 

offers an overview of these important data points. 

 

 
Fig. 5 Descriptive statistics of dataset 

Providing visual representations of data is a powerful 

EDA technique called data visualization. This includes line 

charts, scatter plots, bar graphs, heat maps, etc. Figure 6 

displays a visualization of the top 10 writers with the most 

published books. Figure 7 displays the book that appears the 

most frequently in the collected data.  
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Fig. 6 Visualization of data 

 
Fig. 7 Illustration of most occurring books in the dataset 

Figure 8 displays the dataset’s distribution plot of the 
rating variable. EDA requires the use of distribution charts, 

such as histograms. It provides enlightening details about the 

kind of data, its characteristics, and any potential trends or 
issues. 
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Fig. 8 Distribution plot of ratings from dataset 

3.3. Effective Book RS Using Weighted Alternating Least 

Square (WALS) Approach 

CF aims to deduce user preferences for items based on a 

large set of other user’s preferences as well as the user’s 

previous choices. The goal is to forecast users’ unobserved 

preferences for things in a partially observed N × M user-item 

rating matrix Y, where there are N users and M items. 

MF is an essential approach to complete the user-item 

rating matrix to anticipate the unobserved entries and 

simultaneously approximate the observable entries under 
some loss measure [24]. The objective is to determine the low-

rank (or low-norm) latent components V for items and U for 

users. This can be approached in multiple ways. The entries in 

factor matrices U and V must not be negative to approximate 

Y using only additive combination factors. The basic concept 

is diminishing the squared sum distance between the related 

prediction and the observed entry by learning factor matrices 

U and V. The problem of optimization is expressed in 

Equation (1). 

   min
𝑈≥0,𝑉≥0

𝐽(𝑈, 𝑉) = ∑ (𝑦𝑖𝑗 − 𝑈𝑖𝑉𝑗
𝑇)2

(𝑖,𝑗)∈Ω             (1) 

The most popular strategy for CF is a recommendation 

model based on the MF approach. MF uses Machine Learning 

(ML) techniques to construct a statistical model based on 

observed user rating data to provide recommendations. MF 

characterizes users and items using latent factors resulting 

from the observed sparse rating patterns. MF models the 

sparse user-item rating matrix 𝑅𝑚×𝑛 by mapping users (𝑚) 

and items (𝑛) into a subspace of latent variables of dimension 

𝑘. This mapping aims to record the hidden qualities of both 

users and items and, hence, explain the observed rating 

patterns. The components of each item i are represented by a 

vector 𝑝𝑖 = 𝑅𝑘, the values of which indicate how much of 
those factors the item i contains. Similarly, every user u is 

similarly represented by a vector 𝑞𝑢 = 𝑅𝑘, where 𝑞𝑢 

quantifies how interested a user 𝑢 is in each of the 𝑘 latent 

components. The dot product of these two factor vectors is 

employed to estimate ratings: 

                           𝑟𝑢𝑖
, = 𝑞𝑢𝑝𝑖

𝑇                                 (2) 

In contrast to user- or item-based recommenders, the 

Alternating Least Squares (ALS) method [25] determines the 

best factor weights to reduce the least squares between the 

anticipated and actual ratings. This makes it possible to 

identify the latent variables that account for the observed 

users’ item ratings. ALS gains knowledge of these parameters 

by lowering the observed reconstruction error of the ratings. 

Low-rank user (U) and product (V) variables are multiplied to 

create the rating matrix (R). These factors can then be 

multiplied to calculate the unknown ratings. Figure 9 displays 
the architecture of the ALS system. 

A matrix R with n users and m items can be used to 

represent the rating data. In matrix 𝑅, the (𝑢, 𝑖)𝑡ℎ  entry is 𝑟𝑢𝑖, 

indicating that (𝑢, 𝑖)𝑡ℎ ratings for 𝑖𝑡ℎ item by 𝑢 user. The 𝑅 
matrix is sparse because certain items have a low number of 

user ratings. As a result, the 𝑅 matrix has the highest number 

of missing values. This sparse matrix problem has an MF 

solution. The term “factors” refers to the two k-dimensional 

vectors. 

 
Fig. 9 ALS system architecture 
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 A 𝑘-dimensional vector called 𝑥𝑢  summarizes each user 

𝑢.  

 A 𝑘-dimensional vector called 𝑦𝑖  summarizes each item 

𝑖.  

                                 𝑟𝑢𝑖 ≈ 𝑥𝑢
𝑇𝑌𝑖                                  (3) 

               𝑥𝑢 = 𝑥1, 𝑥2, … . 𝑥𝑛 ∈ 𝑅𝑘                                (4) 

                 𝑦𝑖 = 𝑦1, 𝑦2, … . 𝑦𝑛 ∈ 𝑅𝑘                              (5) 

Equation (3) is formulated as an optimization problem to 

find:  

𝑎𝑟𝑔𝑚𝑖𝑛 ∑ (𝑟𝑢𝑖 − 𝑥𝑢
𝑇𝑦𝑖)

2
𝑟𝑢𝑖

+ 𝜆(∑ ‖𝑥𝑢‖2 + ∑ ‖𝑦𝑖‖
2

𝑖𝑢 )    (6) 

This regularization factor, λ, is used to address the 

overfitting issue. When the set of variables 𝑥𝑢 remains 

unchanged, the objective function for 𝑦𝑖 is convex. Similarly, 

if the set of variables 𝑦𝑖  stays constant, the objective function 

for 𝑥𝑢 is also convex.  

Consequently, by repeating the previously described 

process until convergence, the optimal values of 𝑥𝑢  and 𝑦𝑖  

can be obtained. This is known as ALS. 

In RSs, WALS is a popular MF algorithm. The 
factorization of the user-item rating matrix algorithm produces 

two matrices: an item-feature matrix and a user-feature matrix. 

The purpose of WALS is to multiply two matrices to estimate 

the user-item interaction matrix R: 

                              𝑅 ≈ 𝑈 ∗ 𝑉𝑇                                       (7) 

R denotes the user-item interaction matrix, and 𝑅(𝑖, 𝑗) 

denotes the rating of user 𝑖 for item 𝑗.  

The goal of WALS is to factorize the user-item matrix R 

into two matrices, U and V so that 𝑅 ≈ 𝑈 ∗ 𝑉𝑇  can be 
approximated. 

WALS optimizes the factorization using a weighted least 

squares method. The weight matrix W is introduced, where 

𝑊(𝑖, 𝑗) represents the weight connected to the interaction 

between item j and user i. A number of factors, such as the 
quantity of interactions or the degree of confidence in the 

user’s rating, can determine this weight. The objective 

function in WALS that requires minimization is the weighted 

least squares loss, as expressed below: 

 

𝐿(𝑈, 𝑉) = ∑ 𝑊(𝑖, 𝑗) ∗ (𝑅(𝑖, 𝑗) − 𝑈(𝑖, : ) ∗ 𝑉(𝑗, : )𝑇)2    (8) 

Here, 𝑈(𝑖, : ) implies the 𝑖𝑡ℎ row of the user matrix U, and 

𝑉(𝑗, : ) denotes the 𝑗𝑡ℎ row of the item matrix V. 

WALS uses an alternate optimization technique to 

decrease the loss function.  It substitutes between updating U 

and V while maintaining the other matrix fixed.  

Updation of U: The update formula for 𝑈(𝑖, ∶) is specified 

for each user 𝑖.  

𝑈(𝑖, : ) = (∑(𝑊(𝑖, 𝑗) ∗  𝑉(𝑗, : )𝑇 ∗  𝑉(𝑗, : )))−1 ∗
 ∑(𝑊(𝑖, 𝑗) ∗ 𝑅(𝑖, 𝑗)  ∗ 𝑉(𝑗, : ))                 (9) 

Updation of V: For each item j, the update rule for 

𝑉(𝑗, : ) is provided by: 

𝑉(𝑗, : ) = (∑(𝑊(𝑖, 𝑗) ∗  𝑈(𝑖, : )𝑇 ∗  𝑈(𝑖, : )))−1 ∗
 ∑(𝑊(𝑖, 𝑗) ∗ 𝑅(𝑖, 𝑗)  ∗ 𝑈(𝑖, : ))          (10)  

The optimization process proceeds iteratively until 

certain criteria are met, such as hitting the maximum iteration 

limit or the loss function stabilizing with minimal change, 

ensuring convergence. Once the factorization is finalized, the 

predicted ratings are computed to provide user 

recommendations. 

         𝑅𝑝𝑟𝑒𝑑(𝑖, 𝑗) = 𝑈(𝑖, : ) ∗ 𝑉(𝑗, : )𝑇                        (11) 

The objective function frequently includes regularization 

elements to prevent overfitting. Large values in V and U are 

impacted by these regularization parameters.  

The algorithm weights each rating according to the user’s 

confidence level. The algorithm typically gives larger weights 

to ratings with high levels of confidence and fewer weights to 

those with low levels. This enables the algorithm to prioritize 

trustworthy ratings and invalidate false ones. WALS is a 

potent algorithm that generates individualized suggestions 

based on ratings from user items. It can generate more 

accurate and dependable recommendations than regular ALS 
by including confidence levels in the optimization process. 

The proposed WALS book RS is now operational on the 

Google Collaboratory platform. Cloud-based Google 

Collaboratory provides free access to virtual environments 

with many resources, such as a 16GB Nvidia K80 GPU. 

Python is a well-liked and flexible programming language that 

is supported by Colab. Pre-installed libraries like TensorFlow 

and Keras are also included. The major parameters utilized by 

the proposed WALS model are the Rank of the factorized 

matrix (𝑘), Number of iterations and Regularization 

parameters (𝜆).  

3.4. Book Recommendation System Using Neural 

Collaborative Filtering (NCF) with ANOVA Optimization 

Data is initially gathered from pertinent sources during 

this phase to ensure a diverse and representative collection. 

The next step involves preparing the data, which includes 
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cleaning, normalization, and formatting the data into an 

analysis-ready format. The next step involves using 

Exploratory Data Analysis (EDA), which helps identify key 

features by spotting patterns, trends, and insights in the 

dataset. The dataset is then separated into training, validation, 

and test sets to enable reliable model evaluation. ANOVA is 
used in feature optimization to identify the most important 

features that affect the recommendation process. The 

recommended Neural Collaborative Filtering (NCF) with 

feature optimization is the central component of the technique; 

it incorporates a CNN to recognize complex patterns and 

relationships in the data, improving the recommendation 

performance. Finally, the effectiveness and dependability of 

the book recommendation system are confirmed by evaluating 

the RMSE values. The detailed block diagram of the book 

recommendation system using NCF with ANOVA 

optimization is depicted in Figure 10. 

A statistical technique called Analysis of Variance 
(ANOVA) is used for feature optimization to identify the most 

important features in a predictive modeling scenario, 

especially when there are a lot of input variables. It aids in 

selecting a subset of features that have the most vital effect on 

the model’s overall performance [26]. The statistical 

technique known as ANOVA is employed to see if the 

averages of various groups differ in any significant way. This 

is accomplished by comparing the degree of variability within 
each group to the variability between these group averages. It 

indicates that these groups have significant mean differences 

if the variability between them is much larger than the 

variability within them. When an ANOVA is used, the 

variability within and between groups is compared to 

determine the F-statistic. If the F-statistic is higher than a 

predefined critical value, then there are significant differences 

between the group means. ANOVA is a hypothesis-testing 

method that splits a dataset’s total variance into two main 

parts: the variance resulting from group differences and the 

variance originating from group differences. ANOVA serves 

as an effective tool for feature optimization, enabling the 
determination of significant differences in the target variable’s 

average values across various categories or levels associated 

with a particular feature. Figure 11 shows the cause of 

variation in ANOVA optimization. 

 

 

 

 

 

 

 

 

 

 

Fig. 10 Proposed book recommendation system using NCF with ANOVA optimization 

 

 
Fig. 11 Source of variation 
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ANOVA comprises testing two hypotheses: 

3.4.1. Null Hypothesis (𝐻0) 

The premise of this hypothesis is that the means of the 

target variable in each of the feature’s categories or levels 

under analysis do not differ significantly from one another. 

3.4.2. Alternative Hypothesis (𝐻𝑎) 

According to this hypothesis, there may be statistically 

significant variations in the target variable’s means between 

the different feature categories or levels. 

An F-statistic, or the ratio of the variation within groups 

to the variance between groups, is computed using an 

ANOVA. An elevated F-statistic suggests that the groups 

differ significantly, which suggests that the feature is a strong 

contender for feature optimization. A p-value, which measures 

the likelihood of finding such substantial differences by pure 

chance, is computed using the F-statistic. The null hypothesis 

(𝐻0) should be rejected if the p-value is less than the selected 

crucial level, indicating that the characteristic significantly 

affects the target variable. A subset of the most pertinent 

features should be chosen for the predictive model based on 

the ranking.  

ANOVA feature optimization is a useful method for 

determining which characteristics in a dataset are most 

pertinent by evaluating their influence on a target variable. It 

ensures statistical rigor in the feature selection process and 

aids in constructing more effective and understandable 

predictive models.  

NCF for book recommendation builds upon conventional 

MF techniques [27] due to its capacity to record rich user-book 

interactions using neural networks. As a result, NCF learns 
intricate, nonlinear correlations by multiplying users and 

books into high-dimensional vector spaces and combining 

them using neural layers. This technique also yields more 

accurate recommendations because the model can learn 

higher-order feature interactions that linear models could miss 

[28]. Consequently, the model often enhances RSs by striving 

to forecast user preferences precisely.  

The basic idea behind the NCF framework is to replace 

the MF (or dot product) function with a neural network, which 

can learn and approximate any data distribution. The primary 

components of the NCF model are a neural network and a 

Generalized Matrix Factorization (GMF). Figure 12 illustrates 
the general framework of the NCF model. 

A variety of user and item modeling, including context-

aware, content-based, and neighbor-based modeling, can be 

supported by modifying the two feature vectors ( 𝑣𝑢
𝑈 and 𝑣𝑖

𝐼) 
that make up the bottom input layer. These vectors denote user 

u and item i, respectively.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12 General framework of NCF model 
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In the case of the latent factor approach, the embedding 

layer is a fully connected layer situated between the input layer 

and converts sparse representations to dense vectors. The final 

vectors obtained for the users and items are the representations 

of the latent vectors. These latent vectors are fed into a multi-

layer neural network called the Neural Collaborative Filtering 
(NCF) layers, which can be customized in each layer to learn 

specific latent features of the user-item interactions. The final 

hidden layer, also known as the output layer X, governs the 

framework’s ability. The predicted score 𝑦𝑢𝑖 is produced by 

the output layer, and training is done in order to diminish the 

pointwise loss between the predicted score 𝑦̂𝑢𝑖and the actual 

target value of the corresponding variable.  

The NCF model can be expressed as, 

𝑦̂𝑢𝑖 = 𝑓(𝑃𝑇 . 𝑉𝑢
𝑈 , 𝑄𝑇 . 𝑉𝑖

𝐼|𝑃, 𝑄,⊝𝑓)                           (12) 

Where 𝑃 ∈ 𝑅𝑀×𝐾 and 𝑄 ∈ 𝑅𝑁×𝐾, representing the latent 

factor matrix for users and items, respectively; and ⊝𝑓 

represents the model parameters of the interaction function 𝑓. 

Since the function 𝑓 is expressed as a multi-layer neural 
network, it can be expressed as 

𝑓(𝑃𝑇 . 𝑉𝑢
𝑈 , 𝑄𝑇 . 𝑉𝑖

𝐼) =  𝜙𝑜𝑢𝑡(𝜙𝑋 (… . 𝜙2 (𝜙1(𝑃𝑇 . 𝑉𝑢
𝑈 , 𝑄𝑇 . 𝑉𝑖

𝐼)) … )) 

 (13) 

Where 𝜙𝑜𝑢𝑡  and 𝜙𝑋 respectively implies the mapping 

function for the output layer and 𝑥𝑡ℎ NCF layer and there are 

X neural CF layers in total.  

In particular, the recommendation framework uses the 

given NCF model with respect to user and item (book) 

information. First, a unique embedding layer with a size of 50 

must be defined for both users and books. Once the system 

converts the categorical data into dense vector forms and 

reorganizes it, it passes through embedding layers that merge 

the two features. The system combines these vectors, creating 

one vector representing the user and another representing the 

book. Next, a few dense layers with ReLU activation functions 

receive the concatenated vector, separating important 

interactions for users and books from each dense layer with 

ReLU activation. The output layer produces a single score, 

which could be either the expected rating or the preferred 

score. Table 2 contains a tabulation of the hyperparameters 

used by the proposed NCF model. The Python programming 
language implements the suggested NCF-based book RS on 

Google Collaboratory. 

Table 2. Hyperparameters utilized by the NCF model 

Parameters Value 

Optimizer Adam 

Number of Epochs 10 

Activation Function Rectified Linear Unit 

Metrics 
Root Mean Squared Error 

(RMSE) 

Loss Function Mean Square Error (MSE) 

Batch Size 64 

 

4. Results and Discussion 
The effectiveness of the recommended RSs was measured 

utilizing the RMSE values. It computes the mean difference 
between the actual values and the values predicted by a model. 

It provides an approximation of the accuracy or how well the 

model predicts the intended outcome. A model is considered 

better when its RMSE value is lower. A perfect model, or 

hypothetical model, would have an RMSE value of 0. 

Equation (14) is utilized to express the RMSE value. 

𝑅𝑀𝑆𝐸 = √
1

𝑁
 ∑ ‖𝑦𝑖 − 𝑦̂𝑖‖

2𝑁
𝑖=1                   (14) 

When the 𝑖𝑡ℎ measurement is denoted by 𝑦𝑖, the number 

of data points is 𝑁, and the related prediction is 𝑦̂𝑖. 

When the predicted and actual numbers are exactly the 
same, the result is 0. Low RMSE values show that the model 

has more accurate predictions and matches the data well. 

Higher levels, on the other hand, indicate greater error and less 

accurate forecasts. Table 3 lists the effectiveness of the 

suggested WALS-based book RS. 

Table 3. Performance evaluation of book recommendation system using WALS approach 

K 
Number of 

Iterations 
λ 

Training 

Time 
RMSE 

Testing 

Time 

5 10 0.1 225.670 3.880 0.00168 

10 10 0.1 413.3266 3.833 0.00176 

20 10 0.1 832. 388 3.77 0.001498 

5 10 0.01 227.261 3.879 0.001847 

5 10 0.001 221.310 3.878 0.001836 

5 20 0.001 448.85 3.8787 0.001432 

5 25 0.001 567.545 3.878 0.00155 

5 30 0.001 686.3248 3.8795 0.001526 
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Fig. 13 RMSE under K=5 and no. of iterations=10 

The number of iterations and the selection of 

hyperparameters, especially λ, have a significant impact on the 

suggested book RS outcomes. The RMSE falls with increasing 

iterations; if set at 0.1, it reaches a minimum after 20 

iterations. But with a lesser value of 0.01, the RMSE just 

marginally increases, suggesting a possible preference for a 

more conservative regularization. When the number of 

iterations and λ value increase throughout the training and 

testing periods, there is also a conflict between efficiency and 

model correctness. Regarding RMSE and computation cost, it 

seems that λ = 0.01, and 20 iterations produce the best results. 

A graphical depiction of RMSE values under K = 5 and 10 

iterations can be seen in Figure 13. The training and testing 

time distributions of the suggested WALS-based book RS are 

displayed in Figure 14. 

 

             

(a)                                                                                                                                     (b)  

Fig. 14 (a) Distribution of training time, and (b) Distribution of testing time (Under K=5, number of iterations=10). 

 

The performance of the proposed book RS using NCF is 

tabulated in Table 4. A strong correlation has been seen 

between the number of epochs, training time, and the RMSE 

in the data provided for the proposed book RS using NCF. 

With increased training, the RMSE constantly drops from 

1.1520 to 0.9989 as the number of epochs increases from 5 to 

20. This, however, results in a much longer training time 

222.027 seconds for 5 epochs rises to 622.041 seconds for 20 
epochs. With a minor rise from 14.7194 seconds at 5 epochs 

to about 20.68 seconds at 20 epochs, the testing time is still 

comparatively constant.  

Higher epochs, which typically require more computer 

power and longer training cycles, improve model 

performance. The training time, however, increases 

significantly, from 222.027 seconds for 5 epochs to 622.041 

seconds for 20 epochs. The testing time remains relatively 

constant, slightly increasing from 14.7194 seconds at 5 epochs 

to roughly 20.68 seconds at 20 epochs. Model performance 

generally improves with longer training phases and higher 
epochs requiring more processing power. The loss plot of the 

proposed NCF-based book recommendation system is 

depicted in Figure 15. 
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Fig. 15 Loss plot of the proposed book recommendation system using 

NCF 

The performance comparison of the proposed book RS 

was tabulated in Table 5. The comparison of the NCF and 

WALS approach shows different performance characteristics 

regarding testing time, training time, and RMSE for a book 

RS. Overall epochs, WALS shows much higher training times 

than NCF, ranging from 413.3266 to 832.388 seconds, while 

NCF shows training times between 222.027 and 622.041 

seconds. WALS, on the other hand, has testing times that are 
significantly shorter (between 0.0014 and 0.0018 seconds) 

than NCF (between 14.7194 and 20.68 seconds). NCF exhibits 

superior recommendation performance regarding RMSE, 

outperforming WALS consistently with lower values across 

all epochs. Regarding RMSE, Figure 16 offers a graphical 

depiction of the performance comparison of the suggested 

book RS.  

Table 4. Performance of proposed book recommendation system using 

NCF 

Epochs 
Batch 

Size 

Training 

Time 

Testing 

Time 
RMSE 

5 64 222.027 14.7194 1.1520 

10 64 309.48 20.5226 1.0845 

20 64 622.041 20.68 0.9989 

Table 5. Performance comparison of proposed book recommendation systems 

Proposed Models Number of Epochs Batch Size Training Time Testing Time RMSE 

WALS 

5 64 448.85 0.001432 3.8787 

10 64 413.3266 0.001776 3.833 

20 64 832.388 0.001498 3.77 

NCF 

5 64 222.027 14.7194 1.1520 

10 64 309.48 20.5226 1.0845 

20 64 622.041 20.68 0.9989 

 

Fig. 16 Performance comparison of proposed book RSs
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5. Conclusion 
Book RSs have become essential to improving the 

reading experiences of people in the current digital world. 

These systems generate personalized book recommendations 

using sophisticated algorithms, user data, and content 

analysis. This allows readers to find new books that match 

their tastes and preferences. This paper compared the Neural 

Collaborative Filtering (NCF) with feature optimization and 

Weighted Alternating Least Squares (WALS) methods for 

book RSs. A performance evaluation based on the RMSE 

value was conducted on the GoodBooks-10K dataset to test 

the proposed models. A lower RMSE value indicates a system 

that can better predict user behavior and deliver a more 
tailored and enjoyable reading experience. The simulation 

results showed that the RS yielded remarkable outcomes, 

including a significant reduction in RMSE values. The NCF 

technique surpassed WALS in recommendations by 

consistently generating lower RMSE values. This outcome 

demonstrated how well the recommended strategies improve 

book recommendation performance and help users select 

books that are more compatible with their personal 

preferences. In the future, further enhancements can be made 
by incorporating advanced deep learning models and natural 

language processing techniques to improve the understanding 

of user preferences and the semantic relationships between 

books. 
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