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Abstract - The swift advancement of information and communication technologies provides exceptional facilities in the field of 

data transmission systems. Nowadays, confidential information, including national security, scholastics, personal information, 

and industrial commerce, is exchanged through the internet and within the cloud computing environment. In the wake of 

technology, especially multimedia, different processes have been developed recently for information hiding and data 

manipulation. The secret data hiding can be performed using steganography to communicate the authentication-specific, 

account-specific sensitive information even in the public domain. The current method proposes an energy distribution-based 

dual image data hiding to solve this problem. The proposed method is designed in two distinct phases: data embedding and data 
extraction. Each phase is executed with careful processing steps to ensure reversible steganography and preserve the cover 

image and secret data. The proposed steganography technique effectively preserves the visual quality of the cover images, as 

demonstrated by high average PSNR values (48.2269 to 48.4770), low MSE values (0.9215 to 0.9807), and high SSIM values 

(0.9923 to 0.9968), indicating minimal error introduced by the embedding process. This work offers a robust approach to 

steganography, balancing security and image fidelity. 

Keywords - Dual image data hiding, Cover image, Energy distribution, Weightage mapping, Steganography.  

1. Introduction 
Data communication and digital technology 

advancements have led to an increasingly interconnected 

world, resulting in the convergence of network services and 

computing functionalities. In this era of digital 

communication, secure data transfer is very crucial [1]. Data-

hiding techniques, particularly in the realm of steganography, 

play a crucial role in enhancing data security. Steganography 
is a kind of encoding technique in which the information is 

hidden within the cover data [2]. This cover can be an image, 

video, audio, text or some other media file or data. Figure 1 

illustrates the general process of embedding and extracting 

hidden data within a cover image. Unlike encryption, where 

data is simply scrambled and easily recognizable as protected, 

steganography conceals the very existence of the hidden data, 

hence diminishing the possibility of detection [3]. This 

technique is essential for secure communication, ensuring that 

sensitive information remains confidential without attracting 

attention. In the context of modern data security, 

steganography provides an additional layer of protection, 
particularly in scenarios where data transmission is critical [4]. 

Energy distribution-based methods for dual image data hiding 

stem from the need to balance data embedding capacity with 

the preservation of image quality [5]. By analyzing the energy 

distribution of pixels in the cover image, this approach 

identifies regions with optimal energy levels for embedding, 

avoiding areas that could either distort important visual 
features (like edges) or lead to noticeable changes in smooth 

regions [6]. 
 

Energy-based embedding allows more efficient use of the 
available space, enhancing the steganographic method's 

robustness and capacity. The major objectives of the paper are 

listed below: 

 To design a steganographic method that leverages energy 

distribution for selecting optimal embedding regions in 

the cover image.  

 To ensure minimal distortion to the cover image while 

maximizing data embedding capacity through efficient 

energy-based embedding techniques.  

 To assess the efficacy of the suggested methodology for 

image quality, robustness, and resistance to detection 

using metrics such as PSNR, SSIM, and MSE. 
 

The subsequent portion of the paper is organized as 

outlined below: Section two offers a comprehensive review of 

existing methods and identifies the research gap. The 

proposed methodology is detailed in section three, while 

section four delineates the results accompanied by 

commentary. Section five ultimately concludes the paper and 
delineates prospective future endeavors. 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 General Steganography system 

2. Related Works 
Chen et al. [7] suggested a method for Reversible Data 

Hiding (RDH) utilizing multiple data-hiders based on secret 

sharing. It divides the original image into numerous 

identically sized encrypted images and distributes them to 

different data hiders to hide data. Each data-hider can 

independently embed data into the encrypted image to acquire 

the corresponding tagged encrypted image. A separable RDH-

EI approach with high capacity was proposed based on the 

current paradigm, where data extraction was carried out in the 

encrypted domain. 

Two enhanced RDH techniques were put forth by Sahu et 

al. [8] to support both image quality and EC. The methods 

proved useful in situations where both the secret data and the 

host medium are absolutely necessary. Next, the first two 

identical images and the secret data were embedded utilizing 

the n-rightmost bit substitution technique. In the final stage, 

the modified pixel value embedded two identical images with 

secure data. The RDH approaches with an interpolation-based 

strategy for data concealment were proposed by Hassan et al. 

[9]. The method was carried out to scale up the original image 

using the improved parabolic interpolation approach, and then 

the secret data was included using the embedding technique. 
Gull et al. [10] suggested a dual-image reversible data-hiding 

approach. The Huffman encoding technique was employed to 

preprocess the acquired secret data. A codebook of "d" bits is 

created so that indices can be used to encode the converted 

decimal values. To generate dual stego images, the indices 

were divided into two segments and inserted within two 

similar images. Wang et al. [11] suggested a Reversible Data 

Hiding in Encrypted Image (RDHEI) approach that utilized 

pixel correlation to perform embedding. Block-level 

permutations and block-level stream cipher were combined 

using a block-level encryption technique. All blocks are 

classified as useable or unusable while preserving the pixel 

correlation inside each block. Yin et al. [12] suggested a 

reversible RDHEI method utilizing pixel prediction and multi-

MSB plane rearrangement. Initially, the predicted value was 

computed using the median edge detector predictor. 
Subsequently, the one-bit plane represents the absolute values 

of Prediction Errors (PEs), whereas the remaining bit planes 

indicate the signs of PEs. 

Sanivarapu et al. [13] proposed a watermarking technique 

for concealing patient data within ECG signals as a rapid 

response image, utilizing the wavelet method. They first 

employ the Pan-Tompkins method to transform the one-

dimensional ECG signal into a two-dimensional ECG image. 

A wavelet transform is employed to break down the 2D-ECG 

image. Wavelet analysis can extract the ECG's delicate 

underlying information. Lu et al. [14] analyzed and encrypted 
secure data while adjusting the amount of pixel distortion 

using the NC and MXD parameters. The NC parameter 

controls the number of codes utilized to re-encode a secure 

symbol, which also regulates the total number of code 

combinations. MXD limits image distortion by defining the 

maximum distortion for each code combination. 

An approach for RDHEI based on adaptive Most 

Significant Bit (MSB) was proposed by Wang et al. [15]. In 

order to maintain the correlation of pixels inside a block, the 

cover image was first encrypted block by block. The upper left 

pixel in a block was used to forecast others during data 

embedding, freeing up the embedding. To guarantee 
reversibility, all of the available blocks are chosen and 

rearranged. The approach effectively utilized the correlation 

between pixels within a block by implementing adaptive MSB 

prediction to attain the desired capacity improvement.  
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Conventional steganographic techniques often face 

significant limitations, particularly regarding embedding 

efficiency, image quality preservation, and detection risk. 

Many traditional methods either lack the capacity to embed 

large amounts of data or introduce noticeable distortions in the 

cover image, which can easily alert attackers or detection 
algorithms. These techniques typically distribute hidden data 

uniformly without considering the characteristics of the 

image, leading to the alteration of important features such as 

edges or textures, which reduces visual quality. Moreover, by 

embedding data indiscriminately, these methods increase the 

likelihood of statistical anomalies, making it easier for 

steganalysis tools to detect the presence of hidden 

information, thus compromising the security of the 

steganographic process. 

3. Materials and Methods  
The proposed method is designed in two distinct phases, 

namely the data embedding and extraction. Each phase is 

executed with careful processing steps aimed at ensuring 

reversible steganography and preserving both the secret data 

and cover [16]. In the first phase, the data embedding phase, 

the secret image undergoes initial conversion to become the 

bit stream. This transformation ensures that the image data is 

represented in a binary format compatible with the embedding 
procedure. The primary focus of this phase is identifying 

optimum energy pixels in the cover image, which are 

computed and selected based on energy estimation techniques. 

These optimum energy pixels are crucial as they offer better 

embedding efficiency and minimize distortion in the cover 

image. Once the energy pixels are selected, the secret bit 

stream is embedded within these pixels. The embedding 

procedure utilizes optimal sites identified using energy 

computation to minimize the impact on the cover's overall 
appearance, preserving its quality and rendering the hidden 

data invisible. The second phase of the method deals with 

recovering the secret image and the cover image. During this 

phase, the same energy computation process is applied to 

extract the embedded data accurately. The image is converted 

into an 8-bit binary format, and these binary numbers are 

arranged sequentially to reconstruct the hidden secret data. 

Once the 8-bit binary format is extracted, the pixels in the 

secret image are grouped into segments of bits. These bit 

segments are then converted into their corresponding decimal 

values. A constructed histogram of these decimal values plays 

a critical role in the extraction process. The histogram 
essentially acts as a weightage map, representing the secure 

data distribution and aiding in the precise reconstruction of the 

hidden image [17]. By using this two-phase process—

embedding the secret data into optimum energy pixels and 

utilizing a histogram-based weightage mapping technique for 

extraction—the proposed method ensures a reversible and 

efficient steganographic process, allowing for the recovery of 

both the secret image and the original cover image.

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Block diagram of proposed data embedding phase 
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3.1. Embedding Phase 

In traditional embedding processes, the energy of pixels 

is often overlooked, leading to significant distortion in the 

cover image. If high-energy pixels, such as those located along 

edges and boundaries, are used for embedding, these critical 

areas of the image can be visibly degraded, leading to 
noticeable distortions. On the other hand, if low-energy pixels, 

typically found in smooth or plain regions of the image, are 

used for embedding, the uniformity of these regions may be 

compromised, resulting in a loss of visual quality. The 

suggested method's data embedding diagram is displayed in 

Figure 2.  

Figure 3 illustrates the process of sequence formation in 

the cover image, where pixel values are systematically 

arranged to create a structured sequence for data embedding. 

 
Fig. 3 Sequence formation in cover image 

 

To avoid such issues, the proposed study calculated the 

optimum energy region, and it is essential to distribute the 

secret data in the intermediate regions of the cover. An image, 

𝑚𝑔 = 𝑋(𝑝, 𝑞), where p and q are coordinates p =1, 2... T and 

q= 1, 2... S, the size of the image is 𝑆 × 𝑇, and Img is defined 

as the maximum pixel value X. Regarding an image with a 

unique coordinating position (𝑝 , 𝑞) as 𝑇𝑝𝑞
𝑑 = {𝑝 + 𝑢, 𝑞 +

𝑣, (𝑢, 𝑣) ∈ 𝑇𝑑}, T of order d is used to model the spatial 
association between surrounding pixels in a digital image, 

Img. Finding the energy of each pixel value in the image is the 

initial stage, after which a binary matrix is created, 𝐵𝑖𝑛𝑋 =
{𝑏𝑖𝑛𝑝𝑞 , 1 ≤ 𝑝 ≤ 𝑆, 1 ≤ 𝑞 ≤ 𝑇}, the 𝑏𝑖𝑛𝑝,𝑞 = 1 if 𝑋𝑝,𝑞 > 𝑋; 

else 𝑏𝑖𝑛𝑝,𝑞 = −1. Let 𝐶𝐸 = 𝐶𝐸𝑝𝑞 , 1 ≤ 𝑝 ≤ 𝑆, 1 ≤ 𝑞 ≤ 𝑇 is 

another matrix provided as 𝐶𝐸𝑝𝑞 = 1, ∀(𝑝, 𝑞). For every pixel 

X in the image, Img with an energy value 𝐸𝑁𝑅𝑋  is calculated 

using Equation (1). 

𝐸𝑁𝑅𝑋 =
− ∑ ∑ ∑ 𝑏𝑖𝑛𝑝𝑞𝑏𝑖𝑛𝑚𝑛 +𝑚𝑛∈𝑇𝑝𝑞

2
𝑇
𝑞=1

𝑆
𝑝=1 ∑ ∑ ∑ 𝐶𝐸𝑝𝑞𝐶𝐸𝑚𝑛𝑚𝑛∈𝑇𝑝𝑞

2
𝑇
𝑞=1

𝑆
𝑝=1

                                                                           (1) 

The second term of the expression in the above equation 

is constant, confirming that the energy value 𝐸𝑁𝑅𝑋 ≥ 0. 

According to Equation (1), all of the pixel levels of 𝐼𝑚𝑔𝑝𝑞 

have pixel values that are either larger than or less than X. This 

means that the energy value at a given pixel value is equal to 

zero if every element of 𝐵𝑖𝑛𝑋  is either 1 or -1. After 

calculating the energy values of pixels in an image, the next 

critical step is energy normalization. The goal of 

normalization is to scale the energy values so that they fall 

within a predefined range, typically between 0 and 1. This 

ensures that the energy values can be uniformly compared and 

processed for embedding purposes. 

To begin the normalization process, the minimum and 
maximum energy values among all pixels in the image are 

identified. These values represent the boundaries of the energy 

distribution within the image. The energy values are 

normalized according to the Equation (2). 

         𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐸 =
𝐸(𝑖)−𝐸𝑚𝑖𝑛

𝐸𝑚𝑎𝑥−𝐸𝑚𝑖𝑛
                         (2) 

 

Where 𝐸(𝑖) is the original energy value of the i th pixel, 

𝐸𝑚𝑖𝑛  is the minimum energy value across all pixels in the 

image, 𝐸𝑚𝑎𝑥 is the maximum energy value across all pixels in 

the image. The energy values are normalized on a scale 

between 0 and 1, where 0 represents the least energy (plain 

areas), and 1 represents the highest energy (edges and 

boundaries). The rest of the pixels will have their energy 

values scaled proportionally between these two extremes. 

Optimum energy pixels strike a balance between high and low 

energy, ensuring that neither the edges nor the smooth regions 
are disproportionately affected.  

Energy thresholding is a technique used to determine 

whether a pixel in the cover image is suitable for data 

embedding based on its energy level [18]. This method uses a 

boundary factor, denoted as γ (gamma), to set the threshold for 

selecting carrier pixels. The gamma value can be adjusted 

between 0 and 1, allowing for flexible control over the 

embedding process and ensuring that data is embedded in the 

most suitable regions of the image. When energy thresholding 

is applied, the energy of each pixel is evaluated. Based on the 

comparison with the gamma threshold as measured in 

Equation (3), a decision is made on whether the pixel can be 
used as a carrier for embedding: 

𝐶(𝑛) =

{
1     𝑚1 + 𝛼(𝑚2 − 𝑚1) ≤ 𝑎3(𝑛) ≤ 𝑚2 − 𝛼(𝑚2 − 𝑚1)

0                                                                            𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (3) 

If C(n) = 1, the pixel has an energy level that meets or 

exceeds the gamma threshold, meaning it can be used to carry 

embedded data. 

If C(n) = 0, the pixel does not meet the required energy 

level, meaning it will not be used for embedding. 
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Where 𝑚2 is the image's greatest energy value and 𝑚1 is 

its minimum energy value. This selective process ensures that 

data is only embedded in pixels with appropriate energy 

levels, helping to minimize distortion and preserve the quality 

of the cover. Adjusting the gamma value controls how much 

data is embedded and in which regions, allowing for a more 

balanced trade-off between embedding capacity and image 

quality.
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Fig. 4 Histogram sorting of secret data 

A decimal digit D is created from N secret bits using 

Equation (4) during the embedding process. 

 

           𝐷 = ∑ 2𝑖−1𝑆𝑒𝑐𝑖𝐾
𝑖=1                                     (4) 

The 𝑖𝑡ℎsecret bit in the sequence is indicated by 𝑆𝑒𝑐𝑖. As 

the number of secret bits rises, the parameter 𝐾 is also 

increased. As illustrated in Figure 4, the suggested technique 

measures the histogram values of each decimal digit 𝐷 and 

arranges the data in descending order to determine the order 

of each digit. The visual quality is reduced when a digit is 

directly embedded in an image if its histogram value is high. 
The proposed scheme converts the digit D, which has the 

maximum histogram value, with the smallest distortion code, 

d, as shown in Figure 5. The histogram value, in this case, is 

represented by 𝐻𝑖𝑠(𝐷). The values are sorted descendingly, 

and the index of the sorted results is shown by 𝐶𝑖.  

 

 

 

 

 

 

 

Fig. 5 Weightage mapping of secret data 

The code is then embedded in the pixel of the cover image 

by using weightage mapping to get stego pixels, 

namely 𝐼𝑀𝐺′
𝑥,𝑦 and  𝐼𝑀𝐺′′

𝑥,𝑦 according to the Equation (5) 

and (6). For use in the recovery phase, the mapping 

relationship between the digits and indices needs to be noted. 

𝐼𝑀𝐺′
𝑥,𝑦 = {

𝐴1(𝑥, 𝑦) + ⌊0.5 × 𝑆4⌋  𝑖𝑓 𝐶(𝑛) = 1

𝐴1(𝑥, 𝑦)                          𝑖𝑓 𝐶(𝑛) = 0
      (5) 

𝐼𝑀𝐺′′𝑥,𝑦 = {
𝐴1(𝑥, 𝑦) + ⌊0.5 × 𝑆4⌋  𝑖𝑓 𝐶(𝑛) = 1

𝐴1(𝑥, 𝑦)                          𝑖𝑓 𝐶(𝑛) = 0
    (6) 

3.2. Extraction Phase 

The procedure involved in recovering the cover image 

and extracting secret bits from the stego image is described in 

this section. Two stego images have the encoded digit 

embedded in their pixels. Finding the cover image, as seen in 

Figure 6, is the first crucial step in the extraction process. The 

cover image serves as the foundation for retrieving the hidden 

secret data and re-estimating the energy values of the pixels 

involved in the embedding process. Both stego images are 

required to successfully recover the cover image without 

losing quality. Once the stego images are provided, the 
extraction process begins using a ceiling operator for value 
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round-off, ensuring that pixel values are rounded up to the 

nearest integer, which helps accurately reconstruct the cover 

image. By computing the difference between two stego pixels, 

as shown in Equation (7), the correct digit can be recovered. 

   𝐷′ = |𝐼𝑀𝐺′
𝑥,𝑦 − 𝐼𝑀𝐺′′𝑥,𝑦|                      (7) 

Each secret digit is converted into K secret bits once the 

encoded digit 𝐷′, has been obtained. Additionally, the average 

of two stego pixels can be used to retrieve the cover pixel 

𝐼𝑀𝐺𝑥,𝑦, as shown in Equation (8). 

    𝐷 = ⌈ 
𝐼𝑀𝐺′

𝑥,𝑦+𝐼𝑀𝐺′′𝑥,𝑦

2
⌉                           (8) 

Following the initial cover image recovery, energy 

estimation and thresholding techniques are applied, just as 

they were applied during the embedding process. Energy 

estimation is necessary to identify the optimum regions of the 

cover image where the secret data was hidden. This step 

ensures that data is extracted from the same high-energy or 

low-energy regions used for embedding, preserving the 

cover's integrity.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Block diagram of proposed secure data and cover recovery

In the secret data extraction phase of the proposed 

technique, the process begins with extracting the weightage 

map sequence, as shown in Figure 7. The weightage map, 

created during the embedding phase using the energy 

distribution and histogram of the secret image, plays a vital 

role in ensuring accurate recovery of the hidden data. This acts 

as a guide, indicating the data distribution embedded in the 

cover image based on energy levels. 
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Fig. 7 Weightage 

Remapping of Secret Data 

Once the weightage map sequence is extracted, the next 

step is to extract the embedded data from the stego image. This 

is done by identifying the pixels that served as carriers during 

the embedding process based on earlier energy thresholding. 

The data retrieved at this stage is not yet in its original form; 

it is still encoded in the weightage sequence based on the 

energy distribution. The extracted data is then remapped using 

the weightage map sequence to reconstruct the actual secret 

data. This remapping step is critical, as it converts the 

extracted weightage data back into its original decimal form, 
undoing the transformation applied during embedding.  

The weightage map helps to match the retrieved data 

points with their original locations and values in the sequence. 

After remapping, the decimal data is converted into its binary 

form, which was the format of the original secret image before 

embedding. This binary conversion restores the embedded 

data back to its original bit stream, providing the raw format 

of the hidden information.  

Extracted binary data is rearranged into the original 

sequence format in which the secret image was encoded 

during the embedding phase. This ensures the binary data is 
properly aligned and restored as the secret image, completing 

the extraction process. By following these steps, the original 

secret data is successfully recovered in its unaltered form, 

demonstrating the effectiveness of the reversible 

steganographic technique. The entire extraction process is 

designed to reverse the embedding process and ensure 

reversibility.  

3.3. Experimental Setup 

The proposed technique was implemented using 

MATLAB to perform the embedding and extraction 

processes. The experimental verification was conducted using 

a set of eight standard grayscale cover images, each with a 

resolution of 512x512 pixels. These cover images served as 

the carriers for the hidden data during the steganographic 
process. For embedding, the test secret images were also 

selected as grayscale images, each having a resolution of 

178x178 pixels. These secret images were embedded into the 

cover images using the dual steganographic technique, 

utilizing the energy distribution of the cover image pixels to 

optimize the embedding process. The combination of 

grayscale cover images and grayscale secret images ensures a 

consistent evaluation of the steganographic technique. 

4. Results and Discussion 
Figure 8 shows eight cover images, namely, Lena, 

Tiffany, Jet plane, Peppers, man, Cameraman, living room and 

bridge and Figure 9 shows four secret images used in the 

proposed study. The size of the cover image is 512×512, and 

the secret image is 178 x178. 

 
Fig. 8 Eight standard gray scale cover test images 
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Fig. 9 Secret images 

 
Fig. 10 Embedding process (a) Original cover image, and (b) Secret image. 

Figures 10-11 illustrate key aspects of the steganographic 

process. Figure 10(a) shows the original cover image, which 

serves as the carrier for the secret data, while (b) represents 

the secret image to be embedded.  

Figure 11 (a) depicts the intensity distribution of the cover 

image, showing how pixel intensities are distributed before 

embedding, and (b) demonstrates the intensity distribution 

after normalization, where the pixel values are scaled to a 

standardized range, ensuring uniformity in energy estimation. 

 
Fig. 11 Embedding process (a) Intensity distribution of cover image, and (b) Intensity distribution after normalization. 
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Fig. 12 Normalized energy distribution of cover image in embedding 

Figure 12 presents the normalized energy distribution of 

the cover image, providing a visual representation of the 

energy levels across the image after normalization, which 

guides the optimal embedding of secret data into regions with 

appropriate energy levels. 

Three important metrics were used to assess the 
performance of the suggested method. These metrics evaluate 

the data hiding technique's efficacy as well as the stego 

images' quality. 

4.1. Mean Squared Error (MSE)  

The MSE quantifies the average squared deviation 

between actual values and predicted values. It is computed by 

averaging the squared residuals, where each data point's 

residual is the difference between its expected and actual 

values. The model's accuracy can be examined using the MSE 

value. When the MSE is smaller, the model is more accurate 

since its predictions are more accurate when they are closer to 

the actual values. A greater MSE indicates a larger deviation 
between the model's predictions and actual values, which 

indicates worse performance. It is represented as per 

Equations 9-11. 

        𝑀𝑆𝐸1 =
1

𝑃
∑ (𝑍𝐸𝑚 − 𝑍𝐸𝑚

́ )2𝑃
1                          (9) 

        𝑀𝑆𝐸2 =
1

𝑃
∑ (𝑍𝐸𝑚 − 𝑍𝐸𝑚

́ )2𝑃
1                           (10) 

          𝑀𝑆𝐸𝑎𝑣𝑔 =
1

2
(𝑀𝑆𝐸1 + 𝑀𝑆𝐸2)                    (11) 

Where the number of observations in the dataset is 

denoted by P, the actual value of the observation is denoted by 

𝑍𝐸𝑚 and the extracted value is denoted by 𝑍𝐸𝑚
́ . 

4.2. Peak Signal-to-Noise Ratio (PSNR)  

The PSNR evaluates how much signal power is present at 

its maximum and how much noise is there to distort it and 

lower the quality of its representation. Because many signals 

have a very large dynamic range—the ratio between the 

greatest and smallest conceivable values of a variable 

quantity—the PSNR is often articulated using the logarithmic 
decibel scale. It computes the ratio of a signal's maximum 

potential power to the power of any noise or distortion that 

compromises the signal's integrity. PSNR is defined as per 

Equation (12), 

𝑃𝑆𝑁𝑅 1 = 10 log10 [
2552

1

𝐻×𝑊
∑ ∑ (𝑆−𝑆1)2𝑊

𝑘=1
𝐻
𝑗=1

] 𝑑𝐵        (12) 

𝑃𝑆𝑁𝑅 2 = 10 log10 [
2552

1

𝐻×𝑊
∑ ∑ (𝑆−𝑆2)2𝑊

𝑘=1
𝐻
𝑗=1

] 𝑑𝐵        (13) 

Where 𝐻 × 𝑊 is the size of the cover, 𝑆1 and 𝑆2 are the 
two stego-images, and S is the cover image. A slight change 
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between the cover image and the stego-image yields a higher 

PSNR, while a higher change between the cover and stego 

image yields a lesser PSNR value. The average PSNR between 

the two stego-images is as follows, 

𝑃𝑆𝑁𝑅𝑎𝑣𝑔 =
1

2
(𝑃𝑆𝑁𝑅 1 + 𝑃𝑆𝑁𝑅 2)                        (14) 

4.3. Structural Similarity Index (SSIM) 

The images' structure, contrast, and luminance are 

compared to measure SSIM. The brightness, contrast, and 

structural terms are computed to determine the quality 

assessment index for the SSIM. 

      𝑆𝑆𝐼𝑀1(𝑆, 𝑆1) =
(2𝜇𝑠𝜇𝑠1+𝐶1)(2𝜎𝑆𝑆1+𝐶2)

(𝜇𝑠
2+𝜇𝑠1

2 +𝐶1)(𝜎𝑠
2+𝜎𝑠1

2 +𝐶2)
                  (15) 

        𝑆𝑆𝐼𝑀2(𝑆, 𝑆2) =
(2𝜇𝑠𝜇𝑠2+𝐶1)(2𝜎𝑆𝑆2+𝐶2)

(𝜇𝑠
2+𝜇𝑠2

2 +𝐶1)(𝜎𝑠
2+𝜎𝑠2

2 +𝐶2)
                   (16) 

𝑆𝑆𝐼𝑀𝑎𝑣𝑔 =
1

2
{ 𝑆𝑆𝐼𝑀1(𝑆, 𝑆1)) + (𝑆𝑆𝐼𝑀2(𝑆, 𝑆2) }       (17) 

The average pixel values of the images S and 𝑆1 are 𝜇𝑠  

and 𝜇𝑠1   respectively. The variance of the pixel values in 

images S and 𝑆1 denoted by 𝜎𝑠
2 and 𝜎𝑠1

2 , the covariance of the 

pixel values between images S and 𝑆1 is denoted by  𝜎𝑆𝑆1 and 

𝐶1 and 𝐶2 are constants to stabilize the division when the 

denominator is close to zero. Figure 13 displays the stego 

images generated after the embedding process, showcasing 

the integration of hidden data into the cover images while 

maintaining visual similarity to the original images. 

 
Fig. 13 Stego Images after embedding 

 
Fig. 14 After extraction, (a) Recovered cover image, and (b) Recovered Secret image. 

The cover and the secret image recovered after the 

extraction are shown in Figures 14(a) and (b). 

The PSNR 1 and PSNR 2 values for different test images, 

including Cameraman, Bridge, Jet Plane, Peppers, and 

Tiffany, indicate the quality of the stego images after 

embedding the secret data. Table 1 provides a comparison of 

image quality using PSNR. The PSNR values are consistently 

high across all images, with slight variations between the two 

phases, showing minimal distortion in the cover images. The 

average PSNR values range from 48.2269 to 48.4770, 

demonstrating that the proposed steganography technique 

effectively preserves the visual quality of the cover images. 

The pictorial representation of the PSNR comparison is 

illustrated in Figure 15. 
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Table 1. Comparison of image quality using PSNR 

Metric Cameraman Bridge Jet plane Peppers Tiffany 

PSNR 1 48.4683 48.4683 48.4349 48.2154 48.2465 

PSNR 2 48.4856 48.4856 48.4479 48.2384 48.2698 

Average PSNR 48.4770 48.4770 48.4414 48.2269 48.2582 

 
Fig. 15 PSNR comparison of the proposed method 

The MSE 1 and MSE 2 values for the test images, 

including Cameraman, Bridge, Jet Plane, Peppers, and 

Tiffany, reflect the mean squared error between the original 

and stego images. Table 2 provides a comparison of image 

quality using MSE. The MSE values are low, ranging between 

0.9215 and 0.9807, indicating minimal error introduced by the 

embedding process. The average MSE values, which range 

from 0.9233 to 0.9781, confirm that the proposed 

steganography technique maintains a high level of image 

fidelity, with only slight differences in pixel value between the 

original and modified image. The graphical representation of 

the MSE comparison is shown in Figure 16. 

Table 2. Comparison of image quality using MSE 

Metric Cameraman Bridge Jet plane Peppers Tiffany 

MSE 1 0.9252 0.9252 0.9324 0.9807 0.9737 

MSE 2 0.9215 0.9215 0.9296 0.9755 0.9685 

Average MSE 0.9233 0.9233 0.9310 0.9781 0.9711 

 

 
Fig. 16 MSE comparison of the proposed method 
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Table 3 provides the comparison of image quality using 

SSIM. For SSIM 1, the scores are very high across all images, 

with values ranging from 0.9934 to 0.9968, indicating 

excellent structural similarity between the original and 

processed images. Similarly, SSIM 2 shows slightly lower but 

still high similarity scores, ranging from 0.9923 to 0.9964. The 
average SSIM values, which aggregate the scores from both 

conditions, further confirm the overall high quality of the 

images, with values consistently above 0.9928 and reaching 

up to 0.9965. This demonstrates that image quality 

preservation is maintained effectively across different image 

types. The pictorial representation of the SSIM comparison is 

given in Figure 17. 

 

Table 3. Comparison of image quality using SSIM 

Metric Cameraman Bridge Jet plane Peppers Tiffany 

SSIM 1 0.9966 0.9966 0.9934 0.9944 0.9968 

SSIM 2 0.9962 0.9962 0.9923 0.9934 0.9964 

Average SSIM 0.9964 0.9964 0.9928 0.9939 0.9965 

 

 
Fig. 17 SSIM comparison of the method

5. Conclusion 
This work developed a reversible steganography 

technique using dual stego-images, incorporating energy 

distribution and weightage mapping to enhance the data-
hiding process. The proposed method demonstrated 

impressive performance, particularly in terms of preserving 

image quality, as evidenced by the well-maintained edges and 

boundaries of the cover images. By selecting optimum energy 

pixels for embedding, the technique effectively minimized 

visual distortions in the cover image while ensuring accurate 

data extraction. The proposed steganography technique 

effectively preserves the visual quality of the cover images, as 

demonstrated by high average PSNR values (48.2269 to 

48.4770), low MSE values (0.9215 to 0.9807), and high SSIM 

values (0.9923 to 0.9968), indicating minimal error introduced 
by the embedding process. The results validated the method's 

effectiveness, confirming that it offers a reliable and efficient 

approach for data hiding in grayscale images. The reversibility 

of the process ensures that both the secret data and the cover 

image can be fully recovered without loss of information. As 

a future direction, this work opens up the possibility of 

integrating machine learning techniques into the 

steganography process to further improve image quality and 

embedding efficiency. By leveraging advanced learning 
algorithms, the technique could become more adaptable and 

capable of handling larger datasets while maintaining the 

robustness and reversibility of the current approach. 
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