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Abstract - X (formerly Twitter) has long been a platform that allows users to share their thoughts and beliefs and vent their 

more negative feelings on a plethora of subjects. In an age dominated by social media, where people online lay their emotions 

and opinions bare, the ability to utilize natural language processing methods to extract and assess sentiments from tweets 

has become crucial. Using machine learning models like Random Forest Classifier, Logistic Regression, and Naïve Bayes, 

which produced encouraging findings, the study technique includes data gathering, preprocessing, feature extraction, and 

sentiment categorization. After performing a thorough research of sentiment analysis of tweets, the paper delves into possible 

ramifications from a national security and surveillance perspective. 
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1. Introduction 
 In the early 90’s, personal interactions and community 

meetings were closely linked to expressing human emotions. 

Before the invention of social media, people met in person 

and formed relationships through conversations, shared 

experiences, and group activities [9]. At these events, the 

community was stitched together by the collective feelings 

of dissent, excitement, grief, and joy that filled the 

atmosphere.  

 

The dynamics of social meetings [10] within 

communities provided a unique environment for sharing 

thoughts and feelings. People talked, argued, and celebrated 

in town halls, social clubs, and local get-togethers, forging a 

connection beyond written correspondence’s confines. 

However, these assemblies were restricted to locations, and 

the sounds of feelings reverberated inside those buildings.  

  

  When social media emerged in the early 21st century, 

the field of emotional expression experienced a radical 

change. Social media sites like Facebook and MySpace 

allowed people to interact and communicate beyond regional 

borders, laying the foundation for the digital revolution. In 

2006, Twitter changed how people communicated forever 

when it first appeared on the internet, thanks to its novel 140-

character character limit, which was later changed to 280-

character. 

 

 Within the ever-changing social media domain, X 

(formerly Twitter) is a widely used medium for people to 

share their ideas, opinions, and feelings in brief tweets. 

Researchers have a rare opportunity to examine the thoughts 

that underlie users’ digital speech and get insight into their 

collective minds because of the enormous quantity of data 

generated on X. Twitter is known for being real-time. It is 

designed to share information, thoughts, and opinions as 

events occur. Because of this real-time aspect, Twitter data 

is beneficial for measuring sentiment around trends, 

breaking news, and current events. Thanks to this capability, 

researchers can use datasets, including tweets written by 

different people on different topics, and apply sentiment 

analysis techniques to them. 

  

 Sentiment classification involves many features, making 

it difficult to solve by simple approaches; common 

algorithms used in solving this problem include Random 

Forest, Naïve Bayes, and Logistic Regression. These 

algorithms are all beneficial in their way. Random Forest 

belongs to the ensemble learning methods and is effective in 

high-dimensional data analysis, so it can be used to capture 

tweet sentiment interactions by constructing several decision 

trees and combining their results. Naïve Bayes is another fast 

and straightforward classifier based on probabilistic 

classification where the model works best in text 

classification, including whether a given tweet is of positive, 

negative, or neutral sentiment. These models depict an 

adaptable generalization of linear regression known as the 

logistic function that enables Logistic Regression to fashion 

the relationship between the forecasted variables, features of 

a tweet, and the duo categories or multinomial outcomes, the 

sentiment of a tweet, rendering it as the most suitable tool for 

determining the probability odds of a sentiment class of a 

given tweet.  

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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 The problem that people are dealing with nowadays is that 

the tweets that are being posted on the platform are of what 

tone and what sentiment lies behind it so that the users get to 

know what kind of message is being put out in the community 

by anyone, what are the intentions behind it. There are still 

many research gaps existing in this domain. Researchers are 

trying to solve the sentiment analysis problem in different 

fields and platforms. Platforms like X (formerly Twitter) are 

rigorously used by many people from different domains, but 

the trend seen nowadays is its use for making statements 

regarding any legal policies made by the government of any 

country; every person has access to these platforms for free, 

and they use it frequently to put out the thoughts they feel 

about the policies and decisions made by the government 

which can lead to some serious consequences faced by the 

individual. So, such tweets should be identified and treated 

well. 

 

 This research study attempts to clarify the complex web 

of emotions woven into the fabric of tweets on X using 

cutting-edge sentiment analysis algorithms. 

 

 

Fig. 1 Social Media Users 2012-2023 

 Figure 1 shows the increase in social media users over 

11 years, from January 2012 to January 2023, in a chart form. 

The bar graph shows that while the number of users on social 

media has been steadily rising over time, some years have 

seen faster growth rates than others. 
 

2. Literature Review 
The study [1] shows several tweet semantic 

embeddings and suggests techniques that perform better 

than the most advanced algorithms. The authors show how 

deep learning techniques are better than conventional ones 

by experimenting with various deep learning architectures 

and classifiers.  
 

They also emphasize how the embedding from deep 

neural network models is task-specific and fast in 

identifying hate speech. In conclusion, it emphasizes the 

possibility of further study examining the significance of 

user network elements for hate speech detection. 

 

ABCDM is a deep learning model for short tweets and 

a long sentiment analysis review presented in this article [2]. 

It gets around the flaws of past deep architectures with the 

addition of bidirectional LSTM and GRU layers and CNN 

for feature extraction. After evaluating several datasets, the 

proposed model demonstrates advanced performance in 

short- and long-review tweet polarity classification tasks.  

This research paper [3] presents a fascinating approach 

to improving Twitter sentiment analysis using deep learning 

methods. It introduces the GloVe-DCNN model, which uses 

word embeddings acquired through unsupervised learning 

and sentiment data to categorize tweets into positive or 

negative sentiment categories. To improve sentiment 

classification performance, the research shows how deep 

convolution neural networks may efficiently minimize data 

deficiency. 

 

The paper [4] presents a method for learning word 

embedding specifically for sentiment analysis on Twitter. 

The suggested Sentiment-Specific Word Embedding 

(SSWE) method adds sentiment information into the word 

embedding learning process through three neural network 

models. The study evaluates the quality of the word 

embeddings taught and demonstrates the use of SSWE in 

supervised learning.  

 

This study [5] proposes a sentiment analysis method 

that applies Natural Language Processing (NLP) to Twitter 

data to investigate public opinion towards a certain product. 

Combining the Bag of Words (BoW) and Term Frequency-

Inverse Document Frequency (TF-IDF) models allows it to 

discern between positive and negative tweets with an 

accuracy of 85.25% in sentiment analysis. The efficacy of 

the suggested method compared to alternative sentiment 

1482
1720

1857
2078

2307

2789

3196
3461

3709

4199

4623
4760

0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

N
u
m

b
er

 o
f 

u
se

rs
 i

n
 m

il
li

o
n
s



Charvi Kumar et al. / IJECE, 11(12), 154-163, 2024 

 
 

156 

analysis methodologies is demonstrated in the article by 

including an architectural overview, a sentiment analysis 

procedure, and a performance evaluation. Using methods 

like word vector derivation from BERT and sentiment 

classification from the BiRNN model. In order to analyze 

behaviours in X (formerly Twitter) data during the COVID-

19 epidemic, a unique Marine Predator Optimisation with 

Natural Language Processing for X Sentiment Analysis 

(MPONLP-TSA) model was developed, as described in the 

paper [6]. 

 

The article [7] aims to identify sentiments expressed in 

tweets and filter important information to improve product 

development and decision-making for businesses and 

organizations. After that, it discusses the difficulties and 

significance of big data, particularly in sentiment analysis of 

multilingual Twitter data with classification algorithms. 

 

The article [8] describes how crime rates can be spatially 

and temporally analyzed using Twitter data. It also discusses 

the usefulness of sentiment analysis in determining how the 

public perceives crime incidents on social media. 

 

The paper [9] focuses on the possibility of monitoring 

public attitudes to different types of crimes using sentiment 

analysis of the information posted on Twitter. Considering 

that more than 500 million messages are published on 

Twitter daily, the authors underline the importance of the 

source for studying public opinion. This paper presents a 

framework for collecting, preprocessing, and analyzing 

tweets concerning crime incidents. Using sentiment analysis, 

the study shows how public emotions, positive or negative, 

shift with crime incidents. 

 

The paper [14] discusses the application of sentiment 

analysis of the data collected from Twitter to understand the 

public’s sentiments on two leading contenders in the 2019 

Indian general elections. The authors gather the tweets and 

then use the APIs and other software such as R and 

RapidMiner for opinion mining. The sentiment analysis 

divides the tweets into positive, negative, and neutral 

sentiments; the study found that Candidate-1 has more 

followers than Candidate-2, and the results match the actual 

election results. 

 

3. Proposed System 
The suggested method aims to conduct a 

comprehensive sentiment analysis of X’s data using the 

latest methods and protocols to understand digital emotions 

successfully. The method analyses the sentiments expressed 

in tweets to find insightful information about users’ general 

moods, thoughts, and attitudes on various topics, events, and 

trends.  

 
 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

 

 
 

 

 
 

 

 
 

 

 

 

 

Fig. 2 An outline of the suggested system’s flow 

Data collection 1 

Data Preprocessing 2 

Feature Selection and 

vector construction 3 

Sentiment Identification 

and Classification 4 

Analysis and Evaluation 5 

Sentiment Analysis 

on Tweets 

Retrieving datasets of tweets from kaggle 

Specified keywords, hash tags, or topics of 

interest 

Removing irrelevant information 

Tokenization 

Removing stop words 

Normalizing text 

Word clouds of positive and 
negative sentiment words 

Histograms of sentiment distribution 

Generate reports summarizing the 

sentiment analysis findings 

Word embeddings 

Representing each tweet as a vector of 
word counts or presence/absence of word 

Using Tfidfvectorizer 

construct vectors representing 

each tweet using these features. 

Monitor the models performance in 
production and retrain it periodically 

with new data to maintain accuracy. 
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The indicated system’s primary objective will be to 

analyze tweets from X’s platform that pertain to particular 

interest subjects and fall within a predetermined time range. 

The system will investigate more in-depth facets of 

sentiment analysis, such as sentiment intensity, subjectivity, 

and emotional valence, even though the main focus will be 

sentiment categorization (positive, negative, and neutral).  

 

Visualization has increased the performance and 

effectiveness of the recommended sentiment analysis 

system. The flowchart outlines the sequential steps involved 

in this process, giving an orderly foundation for 

understanding and applying sentiment analysis 

methodologies. 

 

The system’s main goal will be to examine tweets on X’s 

platform that relate to specific topics of interest and occur 

within the given time frame. While the primary focus will 

be sentiment categorization (positive, negative, and neutral), 

the system will also explore deeper facets of sentiment 

analysis, including sentiment intensity, subjectivity, and 

emotional valence. 

 

Step   Algorithm 

                   

1. Import necessary libraries and packages (e.g. 

pandas, numpy, sklearn, nltk) 

2. Load and preprocess the dataset: 

− Read the dataset from a file. The file may be 

of   

− any format such as CSV, Excel or JSON. 

− Preprocess the text data, remove special 

characters, lowercase the text, and remove 

stop words. 

− Tokenize the text data using NLTK’s word 

tokenizer. 

− Convert the text data into a numerical format 

using CountVectorizer or TfidfVectorizer. 

− Train_test_split was used to divide the dataset 

into training and testing sets. You do not need 

to split the dataset if you have two different 

datasets for training and testing. 

3. Choose a machine learning model for sentiment 

analysis (In this case, Random Forest Classifier, 

Logistic Regression, Naive Bayes gave us better 

results). 

4. Train the model on the training set: 

− Fit the model to the training data using the fit 

method. 

− Evaluate the model’s performance on the 

training set using accuracy_score, 

confusion_matrix, and classification_report. 

 

5. Evaluate its performance on the testing set: 

− Use the prediction technique to make 

predictions based on the testing data. 

− Utilizing accuracy_score, confusion_matrix, 

and classification_report, assess the model’s 

performance 

6. Optionally, tune hyperparameters accordingly to 

improve the model’s performance using 

GridSearchCV or RandomizedSearchCV. 

 

3.1. Data Collection 

Using three different datasets, sentiment-analysis-for-

tweets [24], twitter-entity-sentiment-analysis [25] and 

twitter- twitter-sentiment-analysis-hatred-speech [26] from 

Kaggle, this paper used a thorough approach to data 

collecting in this sentiment analysis system.  

 

The distinct viewpoints and insights provided by each 

dataset enhance the scope and profundity of this study. The 

dataset sentiment-analysis-for-tweets [24] was a single 

dataset that must be split into training and testing sets. It 

contains the columns Index, message_to_examine, and 

label_depression_result (0 for positive and 1 for negative).  

 

The second dataset, twitter-entity-sentiment-analysis 

[25], includes two datasets, one for training and another for 

testing, so there is no need to split them. It contains four 

columns, namely tweet_id, entity, sentiment (positive, 

negative, neutral), and tweet_content. The third and last 

dataset, twitter-sentiment-analysis-hatred-speech [26], had 

two datasets, one for the training and another one for the 

testing of the model. The training dataset had three columns: 

id, tweet, and label (0 or 1).  

 

The testing dataset had three columns: id, tweet, and 

sentiment (which was to be determined by the model). This 

paper refers to sentiment-analysis-for-tweets [24] as 

“Dataset1” contains 2200 rows and 3 columns (attributes), 

twitter-entity-sentiment-analysis [25] as “Dataset2” 

contains 74683 rows and 4 attributes and twitter-sentiment-

analysis-hatred-speech [26] as “Dataset3” contains 31962 

rows and 3 attributes. 

 

3.2. Data Preprocessing 

Preprocessing steps are used to improve the 

unprocessed textual data. Tokenization divides the text into 

individual words or tokens after eliminating superfluous 

components like URLs and special characters. Stop words 

often used with no semantic value are eliminated to 

normalize the textual data. Text normalization techniques 

like lowercasing are also employed. 

 

Tokenization, stop word removal, normalization, text 

length filtering, and emoji removal are just a few 

preprocessing tasks shown in Figure 3, illustrating a 

methodical approach to preparing textual data for analysis. 

These pretreatment steps make more accurate and 

meaningful analytical results possible, guaranteeing the 

data’s consistency and integrity. 

 

3.3. Feature Extraction 

Subsequently, relevant textual elements that might 

affect sentiment are extracted using feature extraction. At 

this stage, factors like emoticons, emojis, capitalization, 

punctuation, tweet length and the inclusion of specific 

keywords or phrases are considered. 
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Fig. 3 Preprocessing steps 

 

3.4. Analysis 

The analysis section of this research paper analyses the 

performance and effectiveness of analyzing sentiment on 

Twitter using the Random Forest Classifier. Apart from 

assessing its F1-score, recall, accuracy, and precision, it also 

investigates how the model behaves and how well it can 

handle the various challenges that arise with sentiment 

analysis tasks on social media data. 

 

The Random Forest Classifier’s performance was 

assessed using a broad range of metrics to ascertain how 

successfully it identified tweets as having neutral, negative, 

or positive sentiments. The accuracy score provides an 

overall measure of the algorithm’s predictive power of 

sentiment labelling. Recall is the proportion of correctly 

predicted positive or negative tweets out of all actual 

positive or negative tweets. In contrast, precision is the 

proportion of correctly predicted positive or negative tweets 

out of all tweets classified as such. Recall and precision 

together yield the F1-score, which provides a decent 

assessment of the model’s performance across multiple 

sentiment classes. 

 
The results of the studies demonstrate that the Random 

Forest Classifier performed competitively in tasks involving 

sentiment categorization. High accuracy scores show the 

ability to identify between positive, negative and neutral 

beliefs in tweets, while elevated precision, recall, and F1-

score metrics support this ability. 

 

4. Results and Discussions 
Here, the paper presents the results and discusses the 

implications of the sentiment analysis studies using Twitter 

data. This study evaluated the effectiveness of three widely 

used machine learning models, Random Forest, Logistic 

Regression, and Naïve Bayes, in terms of tweet sentiment 

classification. Compared to the state-of-the-art techniques 

or results already reported in the literature, the study 

achieved better performance due to several key factors. First, 

the study employed advanced pre-processing techniques 

explicitly tailored to the informal and noisy nature of the 

data, improving model input quality. Optimizing 

hyperparameters for each model using grid search and cross-

validation also ensures the best possible performance. 

Furthermore, the study leveraged feature engineering 

strategies, including word embeddings and TF-IDF features, 

which enhanced model accuracy. These combined 

approaches allowed this study to outperform previously 

reported results in the literature on sentiment classification 

tasks.  

 

Common metrics, including the F1-score, recall, 

accuracy, and precision, were used to assess each model’s 

performance.  

 

 
Fig. 4 Random forest results on dataset1 

 

 
Fig. 5 Random forest results in dataset3 

 

 
Fig. 6 Logistic regression results on dataset1 
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Fig. 7 Logistic regression results on dataset3 

 

 

 
Fig. 8 Naïve Bayes results on dataset2 

 

 
          Fig. 9 Logistic regression results on dataset2 

 

 
Fig. 10 Random forest results on dataset2 

 

 
         Fig. 11 Naïve Bayes results on dataset3 

 
        Fig. 12 Naïve Bayes results on dataset1 

 

This research used three different datasets, each 

representing a distinct domain or topic of interest. Figures 

4-12 and Table 1 summarise the findings derived from this 

research. 

 
Fig. 13 Confusion Matrix of Dataset1 

 

The confusion matrix in Fig. 13 outputs the prediction 

made on Dataset_1. The observations are given below:  

 

True Positives (TP): The count of positive tweets the 

model accurately classified as positive is displayed in the 

top left cell. There are 1614 true positives in this instance.  

 

True Negatives (TN): The count of negative tweets the 

model accurately classified as negative is displayed in the 

bottom right cell. There are 442 real negatives in this 

instance. 

 

False Positives (FP): The count of negative tweets the 

model erroneously classified as positive would be displayed 

in the bottom left cell. On the other hand, the zero in this cell 

indicates that there were no false positives.  

 

False Negatives (FN): The count of positive tweets the 

model erroneously classified as negative would be displayed 

in the top right cell. Once more, the zero in this cell indicates 

no false negatives. 

 

The 0 values in the false positive and false negative 

cells show that the model classified tweets as positive or 

negative without making any errors. Given the large 

percentage of true positives and negatives, it appears to be 

entirely accurate in the 0 values in the false positive and 
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false negative cells, showing that the model classified tweets 

as positive or negative without making any errors. Given the 

large percentage of true positives and true negatives, it 

appears to be entirely accurate in predicting the sentiment of 

tweets. Traditional performance criteria like accuracy, recall, 

and F1-score were flawless (1.0 or 100%) because there 

were no false positives or negatives. 

 

 
Fig. 14 Confusion matrix of Dataset2 

 

 In Figure 14, the more significant numbers along the 

diagonal (true positives for each category) show that the 

algorithm was reasonably accurate in identifying tweets in 

each category. The off-diagonal figures (false positives and 

false negatives for each category) show that the model had 

trouble differentiating between the attitudes. After properly 

classifying positive and negative tweets, the model appeared 

most adept at identifying neutral tweets. Relatively few 

tweets were mistakenly categorized as irrelevant, indicating 

that the model applied the irrelevant label with considerable 

caution. 

 

 
Fig. 15 Confusion matrix of Dataset3 

 

In Figure 15, the smaller count of true negatives and 

comparatively higher count of false negatives in this 

confusion matrix indicate that the model is effective at 

Identifying positive tweets but not as good at identifying 

negative ones. 

 
Fig. 16 Important features in Dataset1 

 

 
        Fig. 17 Important features in Dataset2 

 

 
Fig. 18 Important features in Dataset3 

 

Figures 16-18 represent the top 20 important features of 

Dataset1, Dataset2, and Dataset3, respectively. 

 

Figure 19 represents a word cloud, which has words with 

positive sentiments. Figure 20 represents a word cloud with 

words containing negative sentiments. In Figures 21 and 22, 

determining the distribution of sentiment classes in the 

dataset and how they are balanced or unbalanced might be 

critical to determining how well the sentiment analysis 

model functions. An unbalanced dataset could lead to a 

model favoring the more frequent classes. 
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        Fig. 19 Word cloud of positive sentiments 

 

        Fig. 20 Word cloud of negative sentiments  
 

 
   Fig. 21 Distribution of sentiments in the training dataset 

 

 
Fig. 22 Distribution of sentiments in the validation dataset 

 

One noteworthy feature of this graph is that the 

distributions of positive, negative, and neutral moods are 

proportionally balanced and fairly close in count when 

compared to the irrelevant group. A validation dataset must 

maintain this balance to assess the model’s ability to predict 

each sentiment fairly. Results may be skewed and not fairly 

represent the model’s capacity to generalize to new data if 

the validation set is unbalanced. 

 
Fig. 23 Distribution of predicted sentiments on the validation dataset 

 

It may be inferred from the graph in Figure 21 that the 

model classified most tweets in the validation dataset as 

positive, with almost equal numbers of negative and neutral 

tweets following and the fewest number of tweets classified 

as irrelevant. This distribution can be used to understand 

better the nature of the dataset and the model’s propensity 

to identify attitudes. For example, if the graph exhibits a 

skew towards positive predictions while the validation 

dataset is predicted to have a balanced sentiment 

distribution, this could indicate a bias in the model towards 

positive classification or represent the real sentiment 

distribution in the dataset. 

 

Table 1. shows that all three models performed 

differently when identifying tweet sentiments in various 

datasets. The Random Forest model regularly displayed 

high accuracy and balanced performance across all 

measures, demonstrating its stability and good 

generalization to various text corpora. Though their 

performance metrics were marginally lower than Random 

Forest’s, the Logistic Regression and Naive Bayes models 

also produced competitive results. 

5. Implications for National Security and 

Freedom of Speech Laws 
Tools that analyze the sentiments of social media posts 

can serve as a powerful aid in identifying problematic and 

potentially criminal activities [19] while pre-emptively 

discovering markers for potential future crimes [20]. This 

may be done by obtaining predictive insights into situations 

with the potential of devolving into civic unrest or 

radicalization. They can also help identify false narratives 

and misinformation that can further weaken a country’s 

democracy. Finally, they can assist in indicating the 

emergence of threats or extremist ideologies. All of these 

would have gone a long way in mitigating the insurrection 

that took place on January 6, 2021, in the United States, for 

example, as research has shown how much chatter had 

existed on social media before the insurrection happened 

[21]. Indeed, retrospective research has already begun on the 

subject [22]. 

 

While this may prima facie appear to be a boon in the 

interest of national security, it also runs a real risk of 

violating the privacy of individuals and profiling users who 

are unaware of how their posts are being used [23]. It also 
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extends the reach of the surveillance state, making it 

possible to crack down on civil liberties and dissent on 

grounds of ‘national security’.  

     
Table 1. Accuracies of models on different datasets 

 

This realm requires further studies to ensure data 

privacy laws evolve with time to help protect users’ rights 

and to find and maintain the right balance between the 

interests of national security and the preservation and 

respect for civil liberties.  

 

6. Conclusion 
The findings have several ramifications for natural 

language processing and sentiment analysis. They first 

emphasize how important it is to select the appropriate 

machine learning models based on the specifics of the data 

and the task at hand. In the tests conducted, Random Forest 

performed the best, although Logistic Regression and Naive 

Bayes were also good choices, especially where simplicity 

and effectiveness are important. 

 

The work also emphasizes the need for future research 

to improve sentiment analysis models’ effectiveness, 

particularly in areas with complex language and sentiment 

expressions. 

 

Subsequent research endeavors may go into the 

application of sophisticated methodologies like deep 

learning frameworks, group procedures, or subject-specific 

sentiment lexicons to enhance classification precision and 

resilience. Furthermore, addressing class imbalances and 

handling ambiguous or noisy data could further improve 

sentiment analysis systems’ dependability. 

 

When it comes to the impact of this field on the 

intersection between national security and freedom of 

speech, further research must be carried out into the 

safeguards needed to limit unchecked state power and 

profiling of citizens. 

  

Author Contribution – PA: Designed and supervised 
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respect to SDG compliance and legal ramifications; SN: 

Conducted the literature survey; SD: Conducted the 

research.
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