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Abstract - In recent years, automated systems have emerged, and these automated systems should take the data through their 

sensors and identify abnormal patterns called anomalies. Anomaly is an abnormal pattern in sequence data, like malfunctions, 

hazards, etc., in sequence data. By reading this data continuously from time to time, the model learned the different patterns, 

such as regular and abnormal, and separated the abnormal patterns. Many researchers have worked on this, using data like 

environment, industry, etc., and standard pattern identification methods to deep learning models like LSTM. This paper presents 

a novel approach to detecting anomalies in IoT sensor data, including time, temperature, etc., and trains an unsupervised auto-

encoder model to predict anomalies at various threshold levels. Moreover, we got the 0.0004720 mean square error, at this 

level, the data is reconstructed. 

 Keywords - IoT sensor data, Anomaly detection, Unsupervised learning, Autoencoder, Deep learning. 

1. Introduction  
In recent years, automated systems (IoT) have been used 

everywhere to provide security, detect faults, and identify 

malfunctions. The systems will be used anywhere, such as the 

environment, networks, IOT systems, etc. So deploying IoT 

automated systems is increasing day by day, and the role of 

these systems is also increasing, like automatic fault, 

malfunction, and abnormal things identification. These 

systems continuously capture the data irrespective of time and 

other factors, so a huge amount of data is created per second. 

It is impossible for human beings to detect and identify 

abnormal data, also called anomaly.  

 

Anomaly detection is crucial to ensure reliability, 

security, and other factors. Traditional methods used pattern 

recognition methods to detect anomalies. With the emergence 

of Artificial Intelligence (AI), automated detection has 

increased. With AI, the consistency and reliability of the 

system are increased.  

 

So, by using AI, we can identify abnormal data. Many 

researchers worked on this like[20] proposed a normal 

probability-based approach to detect the anomalies. But over 

the years, the research moved from probability-based to deep 

learning-based methods. The researchers like [21] 

implemented simple clustering methods to segregate the 

abnormal data, and some have used outlier detection methods 

to find different data points. Some researchers like [2, 3 and 

11] used the deep learning model LSTM and trained a huge 

amount of data to find anomalies.  

The main challenges are a lack of fault data and no supervised 

or target values to train. So, these data should be clearly 

observed from the beginning and identify the different 

patterns, which are not uniquely distributed with the 

maximum amount of data.  

 

1.1. Contribution 

• Proposed a deep auto-encoder approach to detect the 

anomalies from IoT sensor data.  

• Found the anomalies at different threshold levels and 

detected anomalies at each feature. 

• Presents the detailed result analysis and interpretation.  

 

2. Related Work 
       Anomaly detection is crucial in various domains to 

identify abnormal patterns indicating system malfunctions, 

faults, or security breaches. With the advent of deep learning, 

auto-encoder-based methods have gained popularity for their 

ability to learn complex data representations and effectively 

detect anomalies. Most researchers worked on sensor data and 

used simple, unsupervised learning methods. Like [16 and 20] 

worked on environmental sensor data. The first proposed a 

Bayesian method to detect anomalies, like hazards or sensor 

malfunctions, by continuously updating probability 

distributions based on incoming data. The other proposed a 

data-driven modeling approach for anomaly detection in 
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streaming environmental sensor data. This method will 

differentiate normal and abnormal patterns in historical data 

and identify the anomaly.   

 

The proposed a method that first separates the normal and 

abnormal data by constructing a contextual lattice for anomaly 

detection in monitoring [19]. They used sequence sensor data, 

and the proposed method detected anomalies indicative of 

potential equipment malfunctions or degradation by analyzing 

historical data and learning standard patterns. 

 

Hayes and Capretz [18] worked on wireless sensor data 

to detect abnormal patterns by analyzing the context of 

surrounding data or an environment. They used the Outlier 

detection method to separate the abnormal data. O'Reilly et al. 

[21] proposed a clustering method; they clustered data within 

the sensor range and used wireless sensor networks in a static 

environment. The data which do not belong to any cluster at 

the point is treated as an anomaly, and makes all the nodes into 

clusters. In [17], used time series data, implemented box plots 

with all data combinations, and then used a concept of 

identifying outliers to detect anomalies. The proposed method 

for anomaly detection is based on sensor data in petroleum 

industry applications. The proposed method detected 

anomalies indicative of potential equipment malfunctions or 

process deviations by analyzing various sensor data, including 

temperature, pressure, and flow rate.  

 

Fan et al. in [1] proposed an auto-encoder-based method 

for unsupervised anomaly detection in building energy data. 

The model explored the effectiveness of autoencoders in 

identifying anomalous patterns within energy consumption 

data. This method detected anomalies based on the 

comparison; they compared actual input with constructed 

input. Chen et al. [5] and [6], [12] worked on network data of 

IoT systems in that the anomalies are like detecting traffic and 

control flow. They used auto-encoder models and 

reconstructed the data.  

 

Provotar et al. [2] proposed an unsupervised deep learning 

model that is Long-Short-Term Memory (LSTM) with an 

encoder and decoder structure to detect anomalies. Using two 

types of time series data, artificial signals and rare sound 

detection, this model neglects noise samples and can detect 

temporal dependencies in the given x.  

 

Bae [10] worked on general security data to find security 

issues. Trained unsupervised learning models like DBSCAN 

and KDD models to capture the anomalies.  It also works for 

intrusion scoring for intelligent factory environments.  

 

Ahmad et al. [3] implemented an auto encoder-based deep 

learning method for detecting anomalies in rotating machines. 

This method learns patterns of rotating machine normal 

vibrations and abnormal vibrations. To detect abnormal 

vibrations, a fixed threshold value is used, and reconstructed 

the data. For this approach, the two machines data and got an 

F1-score of  99.6%. 

 

Adkisson et al. [4] implemented an auto encoder-based 

approach to detect anomalies in IoT-based smart farming 

ecosystems. To detect any attacks on the hardware or any 

networking attacks on the device. Smart farming with IoT 

includes soil moisture, temperature, and crop health detection 

using various sensors. These sensors capture huge amounts of 

data per second. This deep learning based system will identify 

different patterns and find the anomalies.  

 

Lee et al. in [7] proposed a convolution network model 

with an autoencoder to detect anomalies in gas turbines. And 

they also compared reconstructed data with isolation forest 

and k-means clustering algorithm. This method will find the 

abnormalities in the gas turban machine. [8] proposed an 

artificial neural network method for finding abnormal signal 

vibrations in rolling bearings. This method uses variable 

cumulative reconstruction error to detect the anomalies. 

Because mechanical objects will work at different speeds, this 

identification of errors is difficult. In their model, they used 

convolution layers and a weighted normalization approach.  

 

Nazir et al. [9] introduced an auto encoder-based anomaly 

detection method for SCADA networks. The proposed 

method detected anomalies indicative of potential cyber 

threats or network intrusions by analyzing network traffic 

data. 

 

Muneer et al. [11] introduced a novel hybrid deep 

autoencoder neural network approach on the gas turban 

dataset. Before training this high dimensional data, they 

balanced the classes by using up sampling method. And used 

different optimizers like gradient, Adam, etc, and fine tuned 

the parameters. And the model performed well, with an 

accuracy of 0.99. This anomalies are detected by reducing the 

high dimensional data to low dimensional data. In [11] 

detected anomalies in SCADA networks, the anomalies are 

like cyber attacks, and network flow. For this, they use LSTM 

autoencoders using statistical data filtering by combining 

LSTM autoencoders with statistical data filtering techniques. 

They also compared the results with existing models. Zhang 

et al. [13] implemented a deep conventional auto-encoding 

method to detect multi-sensor time-series signals. They used a 

bidirectional LSTM model to train and reconstruct the original 

data after detecting anomalies.  

 

Chen [14] worked on robot data, that is, anomaly 

detection in the robots. For that, they implemented an 

unsupervised model for anomaly detection in industrial agent 

sensor data using a sliding-window convolution variation. The 

model detected anomalies indicative of potential faults or 

malfunctions in industrial robots by analyzing sequential 

sensor data. This approach contributes to the safety and 

productivity of industrial operations. Hu et al.[15] 
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implemented an LSTM model, it works and identifies the long 

term dependencies to find the normal and other behavior of 

input data; they selected the threshold value with the kernel 

density estimation method. The average more on train and test 

data is 0.026 and 0.035. The dataset used to train these models 

is from power generation systems.  

 

3. Materials and Methods  
This paper presents an auto-encoder model, as shown in 

Figure 1. The model can capture abnormal patterns. Moreover, 

a regression model was used to predict the error. The model 

consists of an encoder and a decoder part. As per Equation (1), 

five layers are present in the encoder with 256 input units; 

each layer is a normalized batch. The normalized method will 

improve the training process by normalizing the data at each 

layer. And the dropout rate is used as 0.1, and the next layer 

has 128 units, 64, 32, and 16 units with Leaky RELU 

activation function.  In this model, 0.1% of parameters are 

dropped; after each epoch, the remaining parameters will be 

updated with an Adam optimizer. On the Decoder side, as per 

Equation (2), it takes the output of the encoder to 32 unit layer, 

which is passed to 64 unit layer, then 128, and finally, 256 

units will give the output and identify the anomalies.   
 

ℎ = 𝑓(𝑤𝑒𝑥 + 𝑏𝑒)                        (1) 

 

𝑥^ = 𝑓(𝑤𝑑ℎ + 𝑏𝑑)                   (2) 

 

*where x^ is the reconstructed output x is the original data

 

 

 

 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 
 

 
 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Fig. 1 Encoder-decoder model for anomaly detection 
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The image depicts an autoencoder neural network 

designed for processing IoT sensor data. It consists of: 

1. Input: IoT sensor data. 

2. Preprocessing: Prepares data for the encoder. 

3. Encoder: 

• 5 layers: 256 → 128 → 64 → 32 → 16 neurons. 

• Each layer uses batch normalization and Leaky 

ReLU activation. 

4. Decoder: 

• Mirrors the encoder with 4 layers: 32 → 64 → 128 

→ 256 neurons. 

• Ends with a dense layer to reconstruct the input 

dimension. 

5. Loss Function: Measures the difference between the input 

and reconstructed output. 
 

The autoencoder is likely used for tasks like anomaly 

detection or data compression, learning a compact 

representation of the input data. 
 

3.1. Data Set 

We used IoT sensor data, which consists of time, 

temperature, humidity, air quality, light, and loudness. First 

time is converted to numerical data, and then all the features 

are normalized with minmax scaling with Equation (4), so the 

range of scaled data is 0 to 1. In total, the data consists of 6558 

rows, which are split into 75% data for training and 25% for 

testing. Figure 2 illustrates the correlation between all the 

features; from this, it is observed that all the features are 

normally correlated. Figure 3 illustrates the distribution of all 

features like minimum and maximum range, and it is helpful 

to find the outliers in the data; based on this, we identified 

outliers in temperature, humidity, and sound, and we removed 

all outliers from the data and also removed null values. Out of 

all the features, only the air quality feature is without outliers, 

so the remaining features are the anomalies removed with a 

standard normalizing approach.  
 

𝑀𝑖𝑛_𝑀𝑎𝑥(𝑋𝑖) =
𝑥 − min(𝑋)

𝑀𝑎𝑥(𝑥) − 𝑀𝑖𝑛(𝑥)
                      (4) 

 

 
                      Fig. 2 Correlation between the features 

4. Result Analysis 

The proposed auto-encoder model is trained for 100 

epochs by using a learning rate of 0.0001, and to change the 

weights, an Adam optimizer is used. It is an unsupervised 

learning model that finds errors. It uses MSE to calculate the 

loss of the model at each epoch. From Figure 5, the training 

and validation errors are consistently reduced to their 

minimum level. Training and validation loss are overlapped, 

so it is necessary to fit training the model; the essential 

features were identified; as shown in Figure 4, it is observed 

that all the features are above 0.05, humidity being the most 

crucial feature, with 0.08.   

 

The performance of the model is evaluated with Mean 

Square Error, Mean Absolute Error, and R2 error concerning 

Equations (5),(6) and (9). 

 

The threshold values are changed to find the anomalies 

and MSE, MAE, and R2 errors, as shown in Table 1. We 

selected the threshold value as 0.9. At this threshold value, we 

reconstructed the original data with updated weights using 

Equations (1) and (2); Figure 6 illustrates the detected 

anomalies of all features at a threshold value of 0.9. This graph 

illustrates sensor reading over the time 0 to 6000 units, in this 

all feature behavior and anomaly places. The anomalies are 

found at 0 to 1000 time scale, but after that, they reduced. 

Figure 7 illustrates the original and reconstructed data. At a 

threshold level of 0.9, we found 1312 anomalies out of 6558 

data samples, and these samples were reconstructed, as shown 

in Figure 7. 
 

Table 1. Error of proposed model after reconstructing data at different 

threshold values 

Thres

hold 
MSE MAE R2 

0.5 
0.000528135658

1428829 

0.01495853686

9492625 

0.7888179607

01202 

0.9 
0.000472012736

77610996 

0.01393783893

894082 

0.7954175891

649422 

1.5 
0.000522235658

1829389 

0.01495912734

6492625 

0.7864328560

701202 

 
In Figure 8, at threshold level 0.9, more anomalies are 

identified on temperate features. After that feature is 

reconstructed, the number of anomalies is reduced. With 

manifold application, all the high-dimensional data is 

represented in 2D space in Figure 9. From this, it is observed 

that the data is consistently distributed. We also constructed 3 

to 4 clusters to map all the features and anomalies into the 

clusters and optimize weights at MSE of 

0.00047201273677610996. It also reconstructed and 

compared the anomaly data with the original data. Our study 

identified 1312 samples as defective and used 6558 samples 

for training. The model was trained for 100 epochs, during 

which we observed a significant reduction in loss. Our results 

demonstrate the effectiveness of the deep auto-encoder 
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method in detecting anomalies in large volumes of IoT sensor 

data while also achieving near-perfect data reconstruction.  

 

5. Conclusion 
This paper utilized the deep auto-encoder method to 

detect the image showing a series of line graphs displaying 

data over time for five different environmental factors: 

Temperature, Humidity, Air Quality, Light, and Loudness. 

1. Temperature: This graph shows fluctuations between 20 

and 70 units (likely degrees, but the unit is not specified). 

There are significant spikes and drops, indicating varying 

temperature levels over time. 

2. Humidity: This graph indicates humidity levels ranging 

between 30 and 60 units, with periods of relative stability 

interspersed with sharp changes. 

3. Air Quality: The Air Quality graph is nearly flat, showing 

minimal variation around 76-78 units. This suggests that 

the air quality remained constant during the observed 

period. 

4. Light: The Light graph fluctuates between 630 and 670 

units, with distinct peaks, indicating varying light 

intensity over time. 

5. Loudness: This graph shows significant variability in 

loudness levels, fluctuating broadly between 0 and 400 

units. There are frequent peaks and valleys, suggesting a 

dynamic noise environment.

 

  

 

 

 
Fig. 3 Density graphs of all the features concerning time 

 

𝑀𝑆𝐸/𝑆𝑆𝐸(𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑠 =
1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
(𝑎𝑐𝑡𝑢𝑎𝑙𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑_𝑡𝑎𝑟𝑔𝑒𝑡)

2
                    (5) 

 

𝑅2 =
𝑆𝑆𝑅

𝑆𝑆𝑇
= 1 −

𝑆𝑆𝐸

𝑆𝑆𝑇
                     (6) 

 

𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑡𝑜𝑡𝑎𝑙 (𝑆𝑆𝑇) = ∑ (𝑎𝑐𝑡𝑢𝑎𝑙𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡𝑎𝑟𝑔𝑒𝑡)
2

                     (7)

⬚
 

 

𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 (𝑆𝑆𝑅) = ∑(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑎𝑣𝑔(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑡𝑎𝑟𝑔𝑒𝑡)
2

                     (8) 

 

𝑀𝐴𝐸 =
1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
‖𝑋𝑎𝑐𝑡𝑢𝑎𝑙 − 𝑋𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑‖                     (9) 
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Fig. 4 Features importance graph expect time 

 

 

 
Fig. 5 Training and validation loss with early stop and without early stop 

 

• The behavior in both graphs suggests that the model is 

learning effectively as both training and validation losses 

decrease and stabilize. 

• The quick convergence of the validation loss in both cases 

indicates that the model generalizes well to the validation 

data. 

• The left graph represents a quicker convergence 

compared to the right graph, possibly due to fewer epochs 

or a smaller, simpler model. 
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Fig. 6 Detected anomalies in different features 

 

• The graph visualizes multiple sensor readings, showing 

how each behaves over time. 

• Loudness appears to be the most unstable, with frequent 

and significant anomalies. 

• Temperature, Humidity, Air Quality, and Light show 

more stability, with fewer anomalies. 

• This type of visualization helps in monitoring and 

detecting unusual patterns in sensor data, crucial for 

applications like anomaly detection in IoT systems. 

 
 

 
Fig. 7 Original and reconstructed data 

 



Kusuma Shalini & Anvesh Thatikonda / IJECE, 11(8), 151-159, 2024 

 

158 

 
Fig. 8 Anomalies in temperature after and before reconstruction 

 

 
Fig. 9 Latent space and original and reconstructed data 
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