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Abstract - This paper presents a novel approach for non-invasive, brain-computer interaction using signals acquired from an 

end user. The proposed system employs a hybrid Machine Learning (ML) model to analyze EEG (Electroencephalogram) signals 
from the user’s brain, which are then digitized, processed, and mapped to appropriate outputs, ultimately enabling users to 

control a video game environment and play a game without needing any physical inputs. This paper also aims to develop a video 

game that seamlessly integrates with and masks the limitations of a BCI. This innovative approach opens up new possibilities 

for human-computer interaction, offering an intuitive and efficient means of control. By using P300 signals along with mu 

rhythms, the system maximizes functionality and provides a seamless and immersive user experience. The non-invasive nature 

of the sensors ensures comfort and ease of use. 
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1. Introduction  
In recent years, the convergence of neuroscience and 

technology has paved the way for groundbreaking 

advancements in human-computer interaction. One 
compelling avenue of exploration within this intersection is 

the development of Brain Computer Interfaces (BCIs) for 

gaming applications. A brain-computer interface, often known 

as a BCI, is a device that collects signals from the brain, 

processes them, and then converts those signals into 

commands that are then transmitted to output devices that 

carry out the intended tasks. Neuromuscular output channels 

are not utilized by BCIs in the conventional manner[11]. BCIs 

offer the tantalizing prospect of direct communication 
between the human brain and virtual environments, 

transcending traditional input methods. This synergy of 

neuroscience and gaming has the potential to revolutionize the 

gaming experience by allowing players to seamlessly control 

and navigate game environments using their neural activity.  

This research endeavors to propel the optimization of BCI 

specifically tailored for gaming contexts. Employing a 

sophisticated approach, the study integrates the power of 

hybrid machine learning techniques to enhance the accuracy, 

adaptability, and real-time responsiveness of these interfaces. 

By combining classical signal processing methodologies with 
modern deep learning architectures, the aim is to create a 

synergy that unlocks the full potential of extracting 

meaningful information from Electroencephalogram (EEG) 

signals. This fusion of techniques seeks not only to decode the 

intricacies of the human brain’s electrical patterns but also to 

map these patterns to precise and intuitive controls within the 

gaming realm.  

2. Literature Survey 
Brain Computer Interfaces (BCIs) are emerging as a 

significant technology in the realm of gaming, providing new 

ways for users to interact with games through brain activity 

alone. In the 1970s, the first research articles on brain-

computer interfaces, or BCIs, were published. These studies 

focused on an alternate transmission channel that is 

independent of the brain's typical muscle and peripheral nerve 

output pathways [1]. A prosthetic limb could be controlled to 

perform a desired action by measuring and decoding 

brainwave signals, according to the original notion of a brain-

computer interface [2]. Subsequently, a direct communication 
channel between the human brain and an external device was 

defined as "BCI" in a formal definition [3]. The research and 

technical challenges involved in developing BCI games differ 

significantly based on the type of BCI paradigm used, the 

game genre, and specific gameplay challenges. BCI control 

strategies [4] [5] are crucial areas of focus for advancing the 

field, especially for gaming and other interactive applications. 

  

[12] Focuses on the art of employing Brain-Computer 

Interaction (BCI) in games and examines the implications of 

using knowledge from Human-Computer Interaction (HCI) to 

the design of BCI for entertainment purposes. It has been 
demonstrated that the majority of BCI games have 
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underwhelming performance in terms of both accuracy and 

speed. Furthermore, utilizing the research methods that are 

now available, it has been challenging to find a commercial 

product that has been effective.[13] 
 

2.1. BCI Control Strategies 

2.1.1. Signal Processing and Feature Extraction 

Preprocessing 

This involves cleaning the raw EEG signals to remove 

noise and artifacts (e.g. muscle movements, eye blinks). 
Several techniques like filtering, Independent Component 

Analysis (ICA) and Common Spatial Patterns (CSP) are used 

[6].  
 

Feature Extraction 

The signal that has been preprocessed gives rise to the 

extraction of essential characteristics, including amplitude, 

frequency, and phase. Methods such as the Fourier Transform, 

Wavelet Transform, and Time-Frequency Analysis are 

examples of standard approaches.  

 

In addition, various methods make use of skewness, 

kurtosis, or root mean square measurements in order to 

identify and eliminate artifacts. 
 

2.1.2. Classification and Pattern Recognition 
Machine Learning Algorithms 

These are used to classify different mental states or 

commands from the extracted features. Common classifiers 

include Support Vector Machines (SVM), Linear 

Discriminant Analysis (LDA) and Neural Networks.  
 

Deep Learning Approaches 

CNNs and RNNs, which stand for convolutional neural 

networks and recurrent neural networks, respectively, have 

demonstrated significant potential in enhancing classification 

accuracy through the process of automatically learning useful 

features from raw EEG data. 
 

2.1.3. Control Paradigms 

Event-Related Potential (ERP) Based Control 

Uses specific brain responses to stimuli, such as the P300 
wave [7], to make selections or trigger actions.  
 

Motor Imagery (MI) 
Includes picturing particular actions in order to elicit 

equivalent brain activity, which is subsequently translated into 

orders for the game [8]. Studies conducted in recent years have 

demonstrated that motor imagery can excite neurons and 

generate neuroplasticity, making it an effective method for 

post-stroke rehabilitation [9]. 

 

Steady-State Visually Evoked Potentials (SSVEP)  

Utilizes brain responses to flickering visual stimuli of 

different frequencies to enable control based on the user’s 

focus on specific targets. 

 

2.1.4. Feedback Mechanisms 

Visual Feedback 

Providing visual cues [10] or changes in the game 

environment based on the user’s brain activity to enhance 

control and learning.  
 

Haptic Feedback 

Using tactile sensations to give users a sense of touch or 

pressure, enhancing the immersive experience.  

 

 Auditory Feedback 

Using sound cues to indicate successful commands or 

changes in the game state.  
 

3. Materials and Methods 
OpenBCI is an organization dedicated to promoting the 

open-source development of BCI systems and lowering the 

barrier of entry for Brain-Computer Interfacing. Hence, 

documentation and research are abundant and publicly 

available from OpenBCI and other sources, enabling 

researchers to develop a system based on OpenBCI’s 

schematics, along with the signal processing system and 

machine learning algorithm to classify and map the brain 

signals to a custom-made video game which is being 

developed for BCI. Given the challenges and gaps discussed 

in the previous section, the proposed solution is MINERVA. 
MINERVA is a lower-cost and more accessible BCI system 

augmented with Machine Learning. MINERVA is subdivided 

into two modules: the EEG module and the Machine Learning 

(ML) module. MINERVA, in conjunction with the Video 

Game, makes up the complete project. The system is 

subdivided into modules, aiming to minimize the noise and 

errors at each stage while also maximizing and optimizing the 

throughput at each stage. This research aims to set up a 

functional BCI-ML system (MINERVA). It is chosen to limit 

the scope of the paper to playing a game due to both time and 

budget constraints. The research has a wide range of practical 
applications in fields such as home automation and bionics, 

but the research in the paper is limited to creating a base 

template model, i.e. MINERVA, for other researchers or 

projects to use for their specific purposes. Figure 1 shows the 

system flow chart for representing the hardware and software 

layers. 

 

At its core, the system can be divided into three 

component systems: the EEG Module, the Machine Learning 

model, and the Video Game. The EEG Module takes input 

signals from the user via non-invasive electrodes, processes 

them, and passes them onto the Machine Learning model, 
which then classifies them and provides an accurate output for 

game control. This setup leverages the unique strengths of BCI 

while addressing its limitations and working to overcome 

them. This research foresees a global utility for this project, 

enhancing entertainment and opening new avenues for both 

consumers and artists to engage with one another. 
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Fig. 1 System flow diagram 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Siamese network for text classification 

 
 

The system can be divided into two broad sections: 

Hardware and Software, as shown in Figure 2, with 

MINERVA encompassing a section of both. The Hardware 

layer of the system includes the electrodes and their mounts, 

the circuitry to acquire the EEG signals, including the 

adapters, cables, etc., the electronic components to process 

signals, like the ADS 1299, or the low-pass filter and convert 

them into digital signals that can be recognized by the 

computer and in turn the machine learning model. The 

software includes the drivers to interface the processed signals 

with the computer, the Machine Learning model, the 

interfacing software between the hardware and the model, and 

the game itself.  

The Signal Acquisition Unit and the Signal Processing 

Unit are shown in Figure 3. The EEG headset is designed, and 

it consists of a 3D printed frame based on the 10-20 electrode 

placement system; spiky electrodes will be used to record the 

EEG data from the user’s head. 
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Fig. 3 Experimental setup 

 

For all software designed, there must be a Software 

Development Life Cycle (SDLC) that is followed for efficient 

and effective development. A critical part of the SDLC is the 

development model that is used to build and test the model. 

There are several popular models, like the Spiral Model, 

Waterfall Model and V-Model. The Rapid Prototyping Model, 

which is an enhanced version of the Waterfall Model, is used 
in the paper. (regex) have long been indispensable tools for 

developers engaged in text processing, searching, and pattern 

matching within the realm of computer programming. They 

provide a concise and powerful way to describe complex 

patterns in strings, enabling developers to efficiently 

manipulate and extract information from textual data. 

Example 1: Consider a common scenario in application 

development where a developer needs to validate a phone 

number entered by the user. In this context, a regular 

expression can be employed to ensure that the entered phone 

number adheres to a specific pattern. 

 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
 

 

 

 

Fig. 4 Use case diagram for the proposed system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 Dataflow diagram 
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The use case diagram is shown in Figure 4. The user 

wears a headset and produces brain signals. Then, the user can 

start a game and can decide to play or exit the game according 

to the user’s preference. 

Figure 5 shows a data flow diagram. The user’s brain 
activity is processed by Minerva, and the output is given to the 

video game. The design process involves three stages: 

component research, PCB layout, and fabrication. The 

electrodes are connected to header pins on the board, by which 

the signal first passes through the low-pass Filter. To achieve 

precision standards in the research, the ADS1299 is used. This 

device is an advanced eight-channel Analog-to-Digital 

Converter (ADC) featuring simultaneous-sampling delta-

sigma technology. It operates at 24 bits and is renowned for 

its low noise characteristics. Additionally, the ADS1299 

integrates a Programmable Gain Amplifier (PGA), internal 

reference voltage, and an on-board oscillator, making it highly 
versatile for high-precision. Each of these components is 

carefully selected and integrated according to the specific 

requirements of the PCB design, ensuring reliable operation 

and functionality of the entire system.  

4. Results and Discussion 
The OpenBCI GUI stores the raw data collected by the 

electrodes in the form of a text file in the GUI directory. First, 

MINERVA finds the latest subdirectory of the GUI directory 

and then finds the latest file within this directory. This is the 

file being used to record the current session. This file is then 

imported into Python and cleaned. OpenBCI uses a recording 

format that stores a lot of information other than the raw data 

itself, including timestamps, accelerometer readings and 

session metadata applications. Using its suite of custom-

written functions, MINERVA cleans up the file and stores 

only the relevant signal information. 

 
Fig. 6 Processed and cleaned data by MINERVA 

 

Figure 6 shows the processed and cleaned data by 
Minerva. Minerva is designed for high-performance data 

processing and supports huge networks. The size of data and 

performance is no issue in Minerva. 

 

Once data has been stored, using the pandas' library, 

MINERVA converts the data into a data frame data structure 

for easier and faster processing. The advantages of filters are 

that they can really help increase the SNR of signals, 

especially in situations where the target EEG signals are in a 

limited band.  

 

 
Fig. 7 Raw SSVEP signal using Matplotlib 

 

From here, this data frame is passed onto MINERVA’s 

pre-processing suite. The plot of the raw SSVEP signal is 

shown in Figure 7. In this paper, the PCA is used, as it is a 

relatively simple and common algorithm that can give results 

that rival other methods. On implementing PCA, it can be seen 

how many features correlate to the amount of variance in the 

data. After PCA is applied, a total of 27 features out of the 

original 160 remain, which encapsulate 95% of the variance 

in the data, as shown in Figure 8. MINERVA proceeds to label 

the dataset and exports it as an Excel file. 
 

 
Fig. 8 Cumulative variance graph for 160 feature dataset 

 

This game is built as a demonstration project in order to 

showcase the capabilities and applications of the BCI system. 

It allows the user to control a playable character in a virtual 

environment. The player is spawned in a cave, which they 

have to navigate in order to get teleported to the next level, 

where they fight the main boss of the game. The game features 

a basic melee combat system, allowing the player to partake 

in combat. It also makes use of flashing buttons on the HUD 
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(Head Up Display) in order to stimulate the user and generate 

P300 signals. The initial level is set in a dimly lit cave, 

designed to create an atmosphere of mystery and anticipation. 

The layout encourages exploration, with the teleporter being a 

key element that transports the player to the second map. The 
User Interface (UI) is kept minimalistic to avoid distractions 

and enhance the focus on BCI control. Key UI elements 

include health bars for the player and the boss enemy, as well 

as simple prompts that are flashing buttons on the screen to act 

as novel stimuli to invoke SSVEPs. As the connecting point 

between the game and hardware, MINERVA shoulders the 

responsibility of facilitating communications and data transfer 

between them. The algorithm is as follows: 

 

 Initialize: Initialize MINERVA and the recording session. 

Finds the file for the current session and reads the 

metadata and initial readings. 

 File Clear: Clears the contents of the file after reading 

data to ensure faster access and accurate current readings. 

 Data Read/Write: Reads the current data epoch from the 

file and writes it to memory. 

 Processing: Processes the data and passes it to the model 

for predictions. 

 Output Write: Writes the prediction of the model to an 

output file, which is being constantly read by the game. 

Once an output is written, the file will be cleared before 

another output is written to avoid ambiguity. 

 Repeat steps 2-5 for as many iterations as desired. 

 

The data is processed as input and written as output in the 

form of .txt files and .csv files, respectively, requiring the read 

csv() function in the Pandas library.  

 

 
Fig. 9 Game interface output 

 

The GUI, as shown in Figure 9, successfully received the 

streamed data via WiFi and displayed it in real-time. This 

allowed for immediate assessment of the signal quality and 

enabled quick adjustments to the setup if necessary. The GUI 

also provides intuitive controls for adjusting the gain settings 

of each channel. Proper gain adjustments are essential for 

optimizing the signal amplitude and achieving a high signal-

to-noise ratio.  

 

The GUI’s band-pass filter functionality allowed users to 
isolate the EEG frequency range of interest, typically between 

0.5 Hz and 50 Hz. The notch filter effectively removed the 

50/60 Hz power line interference, a common issue in EEG 

signal acquisition. By eliminating this specific frequency 

component, the notch filter improved the overall signal quality 

and made the data more reliable for subsequent analysis.  

 

The signal acquired by the headset is stored in a text file, 

whereupon it is retrieved and processed into features, which 

are then fed to the classifier. Using MATLAB’s Classification 

Learner App, we can test the accuracy of the data on a variety 

of models. Among all the models, Boosted Trees and 
Subspace Discriminant models give the best accuracy, above 

50%. However, we also have to be careful of overfitting and 

giving positive results on the training data while completely 

failing on the test set.  
 

Comparative Results Analysis with existing methods is 

done below: 

 CROWN: Neurosity’s CROWN is a consumer EEG 

device that helps users focus and be productive. It can also 

be used for applications such as gaming and BCI. 

Compared to the CROWN, MINERVA is not only more 

multipurpose, allowing users to control whatever they 

want and interact with any device through the Wifi-
Shield, but it is also cheaper. 

 UltraCortex Mark IV: OpenBCI’s Cyton board is the 

design architecture that MINERVA is based upon. 

However, MINERVA emerges as the clear winner, with 

all the same functionality, and produced at 1/5th of the 

cost. MINERVA is light, durable, and easy to use, unlike 

the Ultracortex. 

 

5. Conclusion 
As a BCI system, MINERVA is extremely easy to set up 

and use for a person who even has little knowledge of Python 

and EEG Signals. In the future, this may be improved even 

further by adding documentation to the code. Commercial BCI 

systems' costs are sky-high, and thus, BCI is not a technology 

that has taken off in the same way AI has. The benefits are not 

obvious yet. MINERVA is produced at 1/4th the cost of ANY 

other commercial BCI system. Using machine learning and 

basic signal processing, MINERVA has managed to bring 
down the latency between input and output from up to half a 

minute to anywhere from 5-10s, up to a 3x improvement. As 

it is reflected on the journey of the design and implementation 

of the research, it is clear that the pursuit of this paper has been 

a testament to interdisciplinary collaboration and the relentless 

pursuit of pushing the boundaries of what is conceivable. 
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