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Abstract - Progressions in genomic research have led to an increased focus on Single Nucleotide Polymorphisms (SNPs) as 

potential markers for various diseases, including lung cancer. This study introduces a novel approach to enhance the 

predictive accuracy of ensemble machine learning classifiers and design of a Multivariate Dataset for Lung Cancer for 

SNP-associated lung cancer through a three-stage pre-processing framework called Lung Cancer Data Pre-processing and 

Feature Engineering (LC-PreProFE). The framework comprises numerical analysis at the initial stage, followed by 

regression analysis and segmentation at the final stage objected to eliminate irrelevant features and optimize the 

construction of a multivariate dataset. The first stage involves rigorous numerical analysis to identify and quantify the 

significance of each SNP within the dataset. The stage eliminated 2 features with a 4% improvement in best predictions. 

The refined dataset undergoes regression analysis to model the relationships between identified SNPs and to filter out 

redundant or correlated features. This stage eliminated 4 features. Finally, in the segmentation process, 7 irrelevant 

features were eliminated. After completion of three stages, it was found that the accuracy has improved after irrelevant 

feature removal and the Region of Curve value reduced to show augmentation in the overall preprocessing stage.  

 

Keywords - Single Nucleotide Polymorphisms (SNPs), Multivariate lung cancer dataset, Lung Cancer Data Pre-processing 

and Feature Engineering (LC-PreProFE), Ensemble machine learning models, Irrelevant feature engineering. 

1. Introduction 
Lung cancer is now one of the most popular and 

mortal forms of cancer. Because lung cancer is very 

serious, many countries are now telling their citizens who 

are at risk to get tested and treated early. Lung cancer was 

more severe in poorer areas or countries, where people 

were more likely to get it because the local healthcare and 

medical resources were not enough. Over the last couple of 

years, significant advancements have been made in 

enhancing this condition by utilizing the existing 

knowledge regarding lung cancer in developed nations. 

However, the way the information was gathered was not 

well organized. The information gathered was different and 

could not be easily used. Artificial Intelligence (AI), huge 

information, cloud computing, and the Internet of Things 

(IoT) are speeding up advancements in the medical 

industry, the transformation being referred to as “Medical 

Industry 4”. Lung cancer can now be detected earlier by 

using a very smart method. Gu, C. et al. (2022) [1] 

involved the appeal of artificial intelligence and cloud 

platform techniques in the medical sector. Our team has 

developed an intelligent system proficient in locating lung 

cancer. It combines data, compares cases from the past, 

looks for similar cases, and can find information. In this 

system, doctors can use different types of data and put it 

together to have much useful information when treating the 

patient. A computer system used a smart model that 

learned from a cloud to help with finding similar images. 

In the end, we used some public datasets to teach and try 

out this system. The outcomes show that it performed 

better than some standard methods.  
 

Later on, they analyzed the detection of analogous 

cases using cosine similarity. In all cases, the similarities 

measured were above zero, which combines different types 

of information assisting doctors and patients with lung 

carcinogens to have better access to diagnosis and 

treatment. However, it could not handle multivariate 

datasets.  
 

The major objective of the research paper is to design 

a framework model to design a Multivariate dataset that 

assisted in manipulating the lung cancer dataset with SNP 

types through the amalgamation of pre-processing 

techniques and Dimensionality Reduction Techniques of 

data mining. The goal is to attain a solution to reduce the 

high dimensionality of the medical datasets and bring a 

solution to the problem of prediction using classifiers when 

different kinds and multiple sets of data are present in the 

input dataset for manipulations. The scope of the research 

work has been confined to the analysis of medical datasets 

that could be used to predict lung cancer with improved 

efficiency and performance.  

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2. Literature Study 
In the Present Times, a lot of people's mortality has 

been due to lung cancer. Being able to forecast and identify 

early indicators of lung carcinoma has helped save many 

lives because it is a main cause of extinction. It is very 

significant to find lung cancer early to minimize the 

damage to the body. The use of advanced machine learning 

techniques was needed to catch sight of lung cancer early. 

Vasudha Rani. V et al. (2022) [2] desired to make a model 

that can estimate how likely it is for a person to develop 

lung cancer. The goal is to gain more information about 

how lung cancer develops and spreads using this activity. 

Lung cancer causes the most cancer deaths in both males 

and females. This happened because the screening 

programs were not very good at finding it early, and people 

often did not notice symptoms until the cancer had already 

reached advanced stages. Jaksik, R., & Śmieja, J. (2022) 

[3] created and tested different classifiers using mRNA and 

micro-RNA levels, somatic mutation positions, changes in 

DNA copy numbers, and DNA methylation levels.  

 

The World Health Organization says that lung cancer 

is one of the extensively typical reasons why people die all 

over the world. Maleki, N., & Niaki, S. T. A. (2023) [4] 

analyzed ANN to determine what was in each picture of 

lung cancer images. In the following method, the pictures 

were prepared and divided before using CNN and ANN. 

Tayal, D. K. et al. (2022) [5] used a technique called 

"dimensionality reduction" as part of the initial processing 

using Grey Wolf Optimiser (GWO). Aziz, R. M. (2022) [6] 

helps reduce the mistakes made by the organizer and 

allows for quicker results by choosing the most important 

genes. Ramkumar, M. P. et al. (2022) [7] developed a 

process to improve how well anti-corona virus-Henry gas 

can dissolve. This is done by using an extraordinary set of 

statutes that find the best way and consider different things. 

The new method made the tests better at correctly 

identifying things, with a success rate of 91%. 

 

In studying biology and computer science, the 

identification of different types of cancer was very 

important. The Microarray technology, which was widely 

used, helped identify different diseases. A few important 

genes found in medical tests could result in affordable 

medications that can predict how long a patient may live or 

detect cancer. The microarray data had many genes but not 

enough samples. This made high dimensionality a big 

problem. In this study, Venkatesan C. et al. (2022) [8] 

looked at the genes in the Signal-to-Noise Ratio (SNR) and 

studied the best genes using optimization methods to find 

optimal results. Hanley, C. J. et al. (2023) [9] worked on 

studying different types of fibroblast cells in people with 

non-small cell lung carcinoma using advanced techniques. 

Pradhan, K. et al. (2023) [10] developed a more effective 

method of diagnosing lung cancer by analyzing a patient's 

medical history. They used the SA-SLnO method to 

discern the adequate digit of concealed neurons in the 

RNN. Chassagnon, G. et al. (2023) [11] examined how AI 

is currently being used in thoracic oncology and what 

possibilities it holds for the future. The CT scans of lung 

cancer and tuberculosis can sometimes look the same, 

which can cause doctors to make a wrong diagnosis. 

Zhang, K. et al. (2022) [12] used a combination of 

profound understanding and content-based image retrieval 

to tell the difference between lung cancer and typical 

tuberculosis in CT images.  

 

There have been a few studies that looked at cancer 

outcome prediction models using a type of statistical 

method called Bayesian hierarchical models. Sun, N. et al. 

(2022) [13] used a new statistical strategy to explore 

mRNAs and understand how they impact the outlook of 

patients with lung adenocarcinoma. Creating a predictive 

embodiment can be achieved by incorporating clinical 

factors and mRNAs, based on the mRNAs that have been 

discovered. Primakov, S. P. et al. (2022) [14] studied 

different aspects of a medical imaging technique, such as 

the thickness of the images, the size of the tumour, how 

difficult it was to interpret the images, and where the 

tumour was located.  

The CAD method helped a lot in recognizing medical 

images of lung cancer because there are more and more 

patients with this disease. Pulmonary nodules are 

abnormalities in the lungs. They can be found early using a 

computer-based diagnosis tool for lung patients. The 

current method used to classify lung CT images has not 

been very good at detecting early-stage cancer and takes a 

long time to complete. A new method was proposed by 

Siddiqui, E. A., et al. (2023) [15] to improve the exactness 

of classifying lung CT images.  

Earlier, lung disease was recognized as the worst 

illness, and it still is today. Catching diseases early is 

important to stop people from getting them. Many 

researchers worked together to find different ways to 

predict how accurate diseases can be forecasted. The 

machine-learned algorithm failed to predict accuracy as 

effectively as the deep learning technique. As a result, we 

suggested upgraded artificial neural system methods to 

better predict accuracy for lung diseases. Manoharan, H. et 

al. (2022) [16] used two mathematical techniques called 

Discrete Fourier Transform and Burg Auto-Regression to 

extract images from Computed Tomography (CT) scans.  

 

Cancer used to be a major reason why many people 

died. It means that normal cells change into tumour cells in 

several different stages. Discovering carcinogens at a 

primary stage can greatly decrease its negative effects. 

Many scientific studies utilizing machine learning methods 

have aimed to achieve this objective. Andjelkovic, J. et al. 

(2023) [17] use a step-by-step method to forecast the 

liability of cancer, which is believed to be one of the main 

reasons why people die in both rich and poor countries. 

Categorizing cancer using the microarray dataset has 

helped us understand how to treat it better.  

Microarray datasets had a lot of compound and 

excessive-dimensional genes and only not enormous 

number of instances. Alrefai. N & Ibrahim, O. (2022) [18] 

show that the suggested technique for identifying cancer 
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using microarray data is effective, with 100% accuracy in 

some cases and 92% accuracy overall. Processing data 

becomes more difficult as the dataset becomes larger. The 

word "complexity" means how hard it is to find and use 

connections between different parts of a dataset. So, the 

utilization of dimension reduction helped to get rid of the 

complexity caused by different features. Rani R. et al. 

(2022) [19] examine the research on ways to improve how 

big data is stored and processed in different IoT 

applications. It reviews different techniques, discussing 

their benefits, characteristics, classification, and factors for 

assessing their effectiveness. Additionally, the article 

explains upcoming challenges in research and provides 

information on how data reduction techniques can be used 

in various areas, giving readers a clearer insight into its 

usefulness. 

Prakash, P. S., & Rajkumar, N. (2022) [20] talked 

about using a method called dimension reduction to help 

classify medical data. The plan includes three parts: 

preparing the data, reducing the size using an adaptive 

artificial flora algorithm, and categorizing it. Yao, W. et al. 

(2022) [21] created and tested a non-invasive way to use 

radionics to determine how well patients with large-cell 

lung cancer are doing. The objective was to assess the level 

of ki67 declaration to determine the patient's prognosis. In 

this study, 120 patients with NSCLC were included.  

All sufferers were sorted into two parts: one group for 

training (85 patients) and one group for testing (35 

patients). Cancer is a really bad sickness that happens 

when the cells grow too fast and cannot be controlled. A 

Novel model was suggested by Elemam, T & Elshrkawey, 

M. (2022) [22] to help diagnose various types of cancer 

using large amounts of data. The algorithm has two parts 

that select features in a combined way. In the beginning, a 

ranker was started to put together the results of three 

methods that evaluate features using filters.  

Scientists in the area of bioinformatics have used 

Artificial Intelligence (AI) methods to create computer 

programs that can quickly and accurately detect cancer. 

Gene expression analysis has proven to be very helpful in 

predicting what may happen with certain types of cancer. 

However, small sample sizes have been a problem for 

making powerful and useful classifiers.  

In simpler terms, traditional supervised learning 

approaches could only work with data that was properly 

labelled. Because of this, a large part of microarray data 

sets that did not have the right information afterwards were 

not considered. AI-based deep-learned strategies can 

recognize important details from complex datasets, which 

shows how important they are. AI and ML were being used 

in biological research and healthcare, especially in 

studying cancer. This technology has huge benefits for 

improving healthcare. Some examples of what these 

activities can involve are finding cancer, figuring out what 

type it is, making treatments better, and discovering new 

ways to treat it with medicine. Although there is a lot of 

information obtainable to instruct machine learning design, 

it is still challenging to fully utilize artificial intelligence in 

cancer research and treatment. There are significant 

obstacles that require to be directed. The need was to use 

artificial intelligence to improve carcinoma diagnosis, 

prognosis, and therapy while also following standards. 

This pushed for more research in biotechnology. Gupta, S., 

& Kumar, Y. (2022) [23] focused on examining the 

utilization of artificial intelligence in recent research 

concerning cancer prognosis. 

To create a trustworthy and quick disease diagnosis 

model, it was necessary to simplify the features at the start 

of the design process. Kar, B & Sarkar, B. K. (2022) [24] 

presented a technique to pick out the significant attributes 

from medical data to create a diagnostic model. The new 

method overcomes some challenges, such as limited 

disease specificity, information loss, and slow processing 

times. The method consists of two steps and combines 

different approaches to identify the most pertinent property 

for each medical dataset.  

The practical calculation shows that the suggested 

method improved how well the datasets worked after 

picking out the most important information, getting rid of a 

lot of unnecessary and repetitive data. Lung cancer has 

caused many deaths in China. Liu, S., & Yao, W. (2022) 

[25] suggests a way to choose genes for analysis based on 

their KL divergence. Even though this method has some 

limitations, like small datasets and imbalanced data, it can 

help select genes that are more important for the model. 

Afterwards, it utilized deep neural network technology, a 

particular form of artificial intelligence, to generate a 

model. It used a technique called focal loss as a way to 

measure how well our model is performing.  

A newly developed computer model was created by 

Gupta, S. et al. (2023) [26] to enable accurate identification 

of whether ultrasound scans of the breast are with cancer 

using a changed RESNET50 design that was first trained 

on a dataset called image net. Hambali M. A. et al. (2022) 

[27] suggested a new method called info gain-MBA to 

choose important features from large cancer datasets.  

3. Methodology 
A multivariate dataset in the context of lung cancer 

refers to a collection of data that includes information on 

multiple variables or attributes related to lung cancer. 

These variables can include various factors such as age, 

smoking history, genetic markers, tumour size, treatment 

type, survival rate, and more. Each observation or data 

point in the dataset represents a unique case or patient. 

Predicting lung cancer typically involves analyzing various 

factors, including patient demographics, medical history, 

imaging studies, genetic markers, and environmental 

exposures, as shown in Figure 1. 

As indicated in Figure 1, Machine learning models can 

utilize these parameters to predict the likelihood of lung 

cancer or assist in its diagnosis. Some of the common 

parameters used in predictive models for the Multivariate 

lung cancer dataset are given in Table 1.
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Fig. 1 Framework to prepare a multivariate dataset to predict lung cancer 

Table 1. Multivariate lung cancer dataset for prediction of the disease 

S. No Feature Name Category Feature Type 

1 Age Demographic Information Predictive 

2 Gender Demographic Information Predictive 

3 Smoke_History Demographic Information Predictive 

4 Cough Clinical Information Predictive 

5 Weight_Loss Clinical Information Predictive 

6 History_Lung Clinical Information Predictive 

7 History_Family Clinical Information Predictive 

8 Lung_lesions Xray information – Imaging Predictive 

9 Lung_nodules Xray information – Imaging Predictive 

10 Cell_Size CT scan information – Imaging Predictive 

11 Cell_Shape CT scan information – Imaging Predictive 

12 Cell_Density CT scan information – Imaging Predictive 

13 Cell_location CT scan information – Imaging Predictive 

14 Histology_result Pathological and Biomarker Data Predictive 

15 Genmut_result Pathological and Biomarker Data Predictive 

16 
Smoke_exposure Environmental and Occupational 

Exposures 

Predictive 

17 
Carcinogen_intake Environmental and Occupational 

Exposures 

Predictive 

18 
Radiation_exposure Environmental and Occupational 

Exposures 

Predictive 

19 Expiratory_Volume Pulmonary Function Tests Predictive 

20 Vital_capacity Pulmonary Function Tests Predictive 

21 FEV1/FVC ratio Pulmonary Function Tests Predictive 

22 Chromosome_id Single Nucleotide Polymorphism Predictive 

23 Position_snp Single Nucleotide Polymorphism Predictive 

24 Genotype Single Nucleotide Polymorphism Predictive 

25 SNP_infection Single Nucleotide Polymorphism Predictive 

26 
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Fig. 2 Phase-I- framework: Lung Cancer Data Pre-processing and Feature Engineering (LC-PreProFE) 

As shown in Table 1, the dataset comprised various 

Demographic Information like the Age of the individual, 

as lung cancer risk increases with age, Gender since Lung 

cancer incidence varies between males and females, 

Smoking history as Pack-years (a measure of smoking 

intensity) and smoking status (current, former, non-

smoker) has serious impact on the individual. The Clinical 

Information comprises features like the presence and 

severity of symptoms such as cough, haemoptysis, weight 

loss, and fatigue. The medical history details like history 

of other respiratory conditions, lung diseases, or cancer 

and family history where family members with a history of 

lung cancer. The imaging data captured through chest X-

ray features like radiological findings related to lung 

lesions, nodules, or other abnormalities and CT scan 

features like characteristics of lung nodules, size, shape, 

density, and location are also considered. The pathological 

and biomarker data, including biopsy results, Histological 

analysis of tissue samples and genetic markers like the 

presence of specific genetic mutations associated with 

lung cancer (e.g., EGFR, KRAS), are also used. 

Environmental and occupational exposures like exposure 

to asbestos, radon, second-hand smoke, and occupational 

exposures to carcinogens are also taken into consideration. 

The Pulmonary function tests, including lung function 

metrics features like Forced expiratory volume in one 

second (FEV1), Forced Vital Capacity (FVC), and 

FEV1/FVC ratio are selected. Finally, in the major work 

for prediction, Single Nucleotide Polymers (SNP) 

Biomarkers like Biomarkers associated with lung cancer 

risk or presence, such as CEA (Carcino Embryonic 

Antigen) or CYFRA 21-1, are selected as features for 

enhancing the design of multivariate datasets. Filter 

Methods is one of the pre-processing methods to evaluate 

each feature independently and assign a score based on 

statistical metrics like a chi-squared test, information gain, 

or correlation. Select top-ranked features based on these 

scores. These pre-processing methods enable a reduction in 

the number of features in a lung cancer dataset, making 

subsequent analysis and modelling more efficient while 

preserving relevant information for accurate predictions 

and insights. 

4. Proposed Framework Model  
Creating a novel framework for pre-processing lung 

cancer datasets involves devising a unique approach that 

optimizes data handling and feature selection to prepare the 

data for further analysis. The conceptual framework Lung 

Cancer Data Pre-processing and Feature Engineering (LC-

PreProFE) is given in diagrammatic form as indicated in 

Figure 1.  

As shown in Figure 2, various stages are incorporated 

in the prediction of lung cancer for multivariate datasets. 

They initiated data collection and integration where users 

collect various data sources related to lung cancer, 

including clinical, genomic, radiomic, and demographic 

data. Integrate these diverse datasets into a unified dataset 

for comprehensive analysis. In step 2, data cleaning and 

quality control are performed where the removal of 

duplicates, erroneous, or incomplete data is performed. 
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Handling missing values through appropriate 

imputation methods based on data type and context and 

conducting quality control checks to identify and handle 

outliers and noise are performed in this stage. Then, 

Feature Engineering and Extraction were performed to 

extract meaningful features from raw data using domain 

knowledge and statistical methods, leverage imaging 

processing techniques to extract radiomic features from 

medical images and utilize genetic analysis to extract 

relevant genetic markers and features associated with lung 

cancer. In the next step, Dimensionality Reduction and 

Selection are performed to apply unsupervised 

dimensionality reduction techniques like PCA, t-SNE, or 

LDA to reduce feature dimensions while preserving 

essential information and incorporate feature selection 

methods like recursive feature elimination, filter methods, 

and embedded methods to retain informative features. 

In Data Integration and Fusion, the users integrate 

multi-modal features to create a comprehensive 

representation of each patient, combining clinical, 

genomic, and radiomic features. Later, fusion techniques 

were applied to combine information from different data 

sources effectively. The Normalization and 

Standardization stage normalizes features to a standard 

scale, ensuring all features contribute equally to the 

analysis and standardize variables to have a mean of 0 and 

a standard deviation of 1, aiding in consistent comparisons. 

In the Data Augmentation stage, data augmentation 

techniques are applied to increase the size of the dataset, 

especially for smaller datasets and generate augmented 

samples by making minor modifications to existing data, 

considering the specific attributes of lung cancer data. 

During the Validation and Evaluation stage, cross-

validation is employed to assess the effectiveness of the 

pre-processed dataset and chosen features, and users 

evaluate the impact of the pre-processing steps on 

subsequent analysis and model performance. In the final 

stage, visualization and interpretability are performed to 

utilize visualization techniques to explore the pre-processed 

data, highlighting patterns and relationships and generating 

visualizations to aid in explaining the pre-processing steps 

and their effects on the data. This framework, LC-

PreProFE, offers a systematic approach to pre-processing 

lung cancer datasets by integrating diverse data sources, 

optimizing feature engineering, reducing dimensionality, 

and ensuring data quality. It aims to enhance the accuracy 

and interpretability of subsequent analysis and modeling 

tasks related to lung cancer. The algorithm has been 

represented in algorithmic form in Table 2.

  
Table 2. Algorithm: LC-PreProFE (Lung Cancer Data Pre-processing and Feature Engineering) for pre-processing of lung cancer dataset 

Algorithm: LC-PreProFE (Lung Cancer Data Pre-processing and Feature Engineering) 

Inputs: Multivariate datasets related to lung cancer (Clinical, Genomic, Radiomic, Demographic) 

Outputs: Pre-processed and integrated dataset for further analysis 

Step 1: Start Data Collection and Integration 

Step 2: Load the diverse datasets related to lung cancer. 

Step 3: Integrate the datasets into a unified dataset. 

Step 4: Perform Data Cleaning and Quality Control 

Step 5: Remove duplicates, erroneous, or incomplete data. 

Step 6: Handle missing values using appropriate imputation methods. 

Step 7: Perform quality control checks to identify and handle outliers and noise. 

Step 8: Perform Feature Engineering and Extraction 

Step 9: Extract features from raw data using domain knowledge and statistical methods. 

Step 10: Use imaging processing techniques to extract radiomic features from medical images. 

Step 11: Utilize genetic analysis to extract relevant genetic markers and features. 

Step 12: Perform Dimensionality Reduction and Selection 

Step 13: Apply unsupervised dimensionality reduction techniques. 

Step 14: Use feature selection methods. 

Step 15: Perform Data Integration and Fusion 

Step 16: Integrate features from multiple data sources for each patient. 

Step 17: Perform Normalization process and Standardization of features 

Step 18: Normalize features to a standard scale. 

Step 19: Standardize variables to have a mean of 0 and a standard deviation of 1. 

Step 20: Test for Data Augmentation after Step-17 through Step-19. 

Step 21: Perform a Classifier test based on the ensemble machine learning models.  

Step 22: Perform Validation and Evaluation for Step-20 through Step-21.  

Step 23: Split the dataset into training and testing sets with cross validation of 10 sets. 

Step 24: Train and validate models using the pre-processed dataset. 

Step 25: Complete Visualization and Interpretability of Multivariate Lung Cancer dataset 

Step 26: Generate visualizations to explore pre-processed data and patterns. 

Step 27: Visualize the impact of pre-processing on the data. 

Step 28: Return the pre-processed dataset for further analysis. 

Step 29: Stop the Process 

End Algorithm LC-PreProFE 
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This algorithm, represented in Table 2, provides the 

LC-PreProFE framework with its major implementation 

techniques that could assist in bringing the desired results 

of the research.  

5. Implementation and Evaluation 
The overall research process was performed in three 

stages of pre-processing, as explained in distinct heads.  

5.1. Stage-1 – Numerical Analysis 

The initial RAW SNP Lung Cancer dataset with 57 

features was tested for errors. A few data were filled with 

missing values and non-numeric data. The dataset 

comprised complete irrelevant data of around 4%, with 

only 88% pure data at the beginning of the evaluation 

process.  

The numerical data and the missing values were tested 

in the first stage, and the values were modified. In many 

cases of particular columns, the values could not be 

changed, and such columns were identified and removed 

to form the stage-1 refined set, as shown in Figure 3.  

The initial stage of Figure 3 represented the graphical 

outcome stating that the 4% erroneous data had been 

removed and the percentage had improved to 91% at the 

end of the first stage. The completely non-numerical and 

missing data columns were found to be Feature2 and 

Feature7 and hence removed from the dataset to form 55 

features at the end of this stage. After completing the 

process, the newly formed dataset has been stored in Excel 

form as a stage-1 refined set for next stage processing.   

 

 

 
Fig. 3 The stage-I pre-processing of data to remove the non-numeric and missing data in SNP lung cancer data 

 
Fig. 4 Stage-2 regression comparisons of models using the k-nearest neighbour model 
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5.2. Stage-2-Non-Regressive Data Removal 

In the second stage, the relationship between the 

features was tested, and the regression was identified using 

the K-Nearest Neighbour Algorithm. Initially, the distance 

of the values between the features was calculated, as 

shown in Equation 1.  

𝑑𝑖𝑠𝑡(𝑋, 𝑋/) = (∑ |𝑥𝑟 − 𝑧𝑟|𝑑
𝑟=1 𝑝)1/𝑝                   (1)  

Where X and 𝑋/  were neighbour features tested for 

regression and the overall summation is calculated based 

on the value from regression ‘r’ value from 1 to distance 

‘d’. The distance between the values has been tested and 

compared with the maximum distance value to indicate the 

threshold value calculation. The computed value is tested 

whether it is less than 0 or greater than 1. Based on the 

comparisons, the outcomes are presented as shown in 

Figure 4.  

As shown in Figure 4, features such as Feature28, 

Feature42, Feature46, and Feature47 have been found non-

regressive to the dataset and hence recommended for 

removal from the original dataset. The newly formed 

dataset has been formed as a regression dataset with 51 

features to be created as another Excel dataset for the next 

stage process.  

5.3. Stage-3-Segmentation Threshold Test 

In the third stage, the segmentation process was 

performed with the remaining features based on finding the 

average of the feature values to form the mean. The mean 

value is used as a threshold value, and the features are 

grouped in two clusters or segments to find the relevance 

and irrelevance of features listed in the list box, as shown 

in Figure 5.  

As shown in Figure 5, the 7 features, including 

Feature2, Feature5, Feature9, Feature12, Feature19, 

Feature20 and Feature30, were found to be irrelevant to the 

dataset and were removed from the dataset to form the 

refined dataset. The newly formed dataset with 44 features 

was created in Excel form and used as a testing set with the 

classifiers of ensemble machine learning models. The 

initial performance of the classifiers with the RAW dataset 

and the performance with the three-stage refined dataset is 

shown in Table 3.

 

 
Fig. 5 Segmentation process to test relevance in stage-3 of the feature engineering process. 

Table 3. Comparisons of performance of classifiers before and after preprocessing 

Ensemble Models Before Preprocessing After Preprocessing 

Accuracy ROC Curve Accuracy ROC Curve 

Boosted Trees 78.1% 0.7246 96.9% 0.09516 

Bagged Trees 68.6 0.7077 96.9% 0.09677 

Subspace 

Discriminant 
84.4% 0.7923 93.8% 0.0484 

Subspace KNN 71.9% 0.7802 96.9% 0.1935 

RU Boosted Trees 78.1% 0.7874 84.4% 0.09677 

 

As shown in Table 3, the preprocessing has shown improvement in the accuracy of predictions of classifiers, as shown 

in Figure 6.  
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Fig. 6 The enhancement of accuracy after preprocessing of the dataset in three stages 

As shown in Figure 6 the results of performance have 

augmented in all classifiers Boosted Trees (Before: 78.1%, 

After: 96.9%), Bagged Trees (Before: 68.6%, After: 

96.9%), Subspace Discriminant (Before: 84.4%; After: 

93.8%), Subspace KNN (Before: 71.9%; After: 96.9%), 

RU Boosted Trees (Before: 78.1%, After: 84.4%). 

Similarly, the preprocessing has shown improvement in 

the Region of Curve (ROC) of predictions of classifiers, as 

shown in Figure 7. 

 

 
Fig. 6 The enhancement of the ROC curve after preprocessing of the dataset in three stages 

As shown in Figure 7, the results of performance have 

augmented in all classifiers Boosted Trees (Before: 

0.7246, After: 0.09516), Bagged Trees (Before: 0.7077, 

After: 0.09677), Subspace Discriminant (Before: 0.7923; 

After: 0.0484), Subspace KNN (Before: 0.7802; After: 

0.1935), RU Boosted Trees (Before: 0.7874, After: 

0.09677). The results show that the ROC, being an error 

value, has reduced considerably after preprocessing, and 

hence, the results were augmented after the experiment.  

6. Conclusion 
The outputs of this framework, a well-prepared and 

enhanced dataset, serve as a valuable resource for 

subsequent analysis, aiding researchers and healthcare 

professionals in making informed decisions regarding lung 

cancer diagnostics, prognostics, and treatments. In 

essence, the LC-PreProFE framework stands as a vital tool 

in the field of lung cancer research, enabling enhanced 

data utilization, facilitating advanced analytics, and 

ultimately contributing to the ongoing efforts to combat 

and manage lung cancer effectively. The test with the SNP 

Lung Cancer dataset has shown considerable augmentation 

in prediction; thereby, it is understood that by reducing the 

unwanted features of the lung cancer Multivariate dataset, 

the prediction with classifiers can be improved effectively.  
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