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Abstract - Smart cities have recently expanded and become a phenomenon sought by urbanized societies. This expansion 

increases the need for applications to manage these systems efficiently. In this study, we present an approach that integrates 

Geographic Information Systems (GIS) with one of the Machine Learning (ML) algorithms in order to enhance the analysis of 

important data that helps in developing smart cities, such as traffic, environmental monitoring, and resource allocation for 

making important decisions. The well-known classifier Support Vector Machines (SVM) help classify classes and recognize 

patterns, especially when adding weights that affect the features extracted from the data in the standard dataset. Due to the 

integration of Artificial Intelligence (AI) techniques with GIS, planning smart city infrastructure and predicting future trends in 

forecasting improved. Urban management in smart cities is more dynamic through the proposed approach. The study proved the 

worthiness of the proposed method through good results, as the prediction accuracy reached 90% and high results for the rest 

of the evaluation criteria. This research paves the way for taking advantage of artificial intelligence techniques by integrating 

them with GIS. 
 

Keywords - Smart city, Support Vector Machines (SVM), Geographic Information Systems (GIS), Machine Learning (ML), 

Prediction. 

 

1. Introduction  
The development of technology and the rise of smart cities 

came in response to the need for sustainable urban 

development, the ability to manage resources efficiently and 

improve quality of life. There are many sources of data that 

smart cities benefit from, including widespread sensors, 

Internet of Things devices and all the data generated by people 

for distinguished decisions that help urban life [1].  

 

Geographic Information Systems (GIS) play an effective 

role in smart cities by correctly analyzing this information and 

simulating the preparation of maps. These technologies are 

essential for creating urban planning and managing traffic and 

the environment in general [2]. 

 

Modern cities are complex systems interspersed with 

engines to accelerate the development of human society. These 

cities consume a lot of natural resources and produce more 

waste than other lifestyles. This leads to changes in the global 

climate and undesirable environmental changes. According to 

studies, in 2050, the urban environment population is expected 

to reach 67% of the world’s population, or an estimated 6.3 

billion people. This leads to increased rates of disasters and 

risks to the population [3]. 

 

Data sources in smart cities depend on a variety of 

different sources. Data comes from different sources such as 

sensors, where different sensors such as surveillance cameras, 

motion, light and sound sensors, and Internet of Things devices 

are used to collect accurate and immediate data about smart 

cities. Analyzing this data is a source of traffic and congestion 

information, as well as weather conditions, air and water 

quality and pollution, noise levels and other important 

measurements for smart cities [4] . 

 

The second source of data is government data, available 

open data and data from private institutions, where data is 

collected from various government platforms, databases and 

sources, especially municipalities, ministries and government 

agencies. These sources include a huge set of data on the 

population and information related to the government and 

private services provided to them, as well as health and 

education services, smart city infrastructure maps, geographic 

data, economic information, population census and urban 

statistics [5]. The third source of data in smart cities is 

satellites, which provide live data on traffic in smart cities and 

monitor energy consumption to improve efficiency. Satellites 

also provide data on land available for sustainable urban 

development and current land uses. Data sources include 
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Geographic Information Systems (GIS) that provide detailed 

spatial insights into urban planning and land use [6]. 

 

The fourth source of data is social media, which is a source 

of big data, as well as smartphones and mobile devices, where 

data collection related to public interactions on social media 

platforms is used. This helps in understanding the needs and 

interests of residents, communicating with them, and knowing 

their opinions and comments about smart cities and their 

services [7]. 

 

Although data is obtained from GIS, this data is very large 

and complex, which poses a great challenge to analyze using 

traditional methods. Hence, Machine Learning (ML) provides 

a way to automatically learn this large data and rely on 

prediction to know the future course of data and solve all the 

challenges here [8]. Machine learning can analyze large data 

obtained from GIS and reveal hidden patterns that help 

improve the functions of the smart city, enabling it to manage 

more efficiently and adapt to immediate responses. 

 

Of course, after collecting this data, it is necessary to 

analyze it and transform it into valuable information for smart 

cities. This goal requires using machine learning and artificial 

intelligence techniques to extract value from this data to 

achieve the goals of smart cities in improving urban life, 

raising the quality of life, and providing better services to 

residents and visitors of these cities. Therefore, developing 

smart city infrastructure is essential to make the most of 

collecting and transferring data from its sources . 

 

This manuscript discusses using one of the artificial 

intelligence techniques represented by machine learning to 

improve the big data coming from the GIS system in smart 

cities, taking into account applications such as energy 

management, public services, and transportation management. 

The aim of this study is to process big data through machine 

learning and improve the outputs to serve the automation of 

applications in smart cities and facilitate services. One of this 

study's main challenges and limitations is the integration of 

machine learning and geographic information systems to 

achieve the best services in smart cities. 

 

2. GIS in Smart City 
Over the past years, GIS has evolved from a traditional 

science of managing geographic maps to a fast-paced 

technology that is a source of the most important information 

that has contributed to the sustainability of smart cities. The 

GPS system works to obtain data from various sectors and 

stores and analyzes it with the help of other technologies and 

applications to improve smart city data [9]. 

 

There are many elements that need to be achieved to create 

smart cities, and an integrated approach must be taken to 

accommodate these elements, including green energy, smart 

construction, livable housing, sustainable transportation, water 

resources, risk reduction and more. One of the main elements 

that this study focused on is GIS, which is the largest source of 

information and is increasing dramatically, as in the examples 

of smart cities (Amsterdam and Dubai). Applications from 

giant companies (IBM, Google, and Apple), such as software 

and maps, have helped attract users to urban cities, such as 

smart sensors. Modern technology has helped the rapid 

development of smart cities, which has been the basis for 

attracting developers and hobbyists and absorbing their skills 

in the field of building smart cities [10]. 

 

GIS is the most important source of information gathering 

and a hub for integrating data from all aspects, such as 

knowing the sources of problems, the context surrounding its 

possibilities, what solutions should be designed, and what 

scenarios can be followed in a dynamic environment. Figure 1 

represents geospatial knowledge and its development with the 

establishment of smart cities and their complexities. 

 
Fig. 1 GIS and related to smart city development [11] 

GIS is a technology for data acquisition, analysis and 

geographic imaging. Through smart cities, these systems help 

improve the following applications: 

Urban planning, which contributes to the design of cities and 

lands through maps to develop planning and decision-making 

for housing 

 

Transportation and traffic management, which tracks the 

movement flow of transportation networks to predict 

appropriate routes and reduce traffic congestion . 

Environmental monitoring regarding water and air, analysis of 

climate impacts on the urban environment and prediction of 

potential disasters. 

 

Rapid emergency responses to control waste and allocate 

population resources . 

 

This requires a method that outperforms traditional 

methods in processing data in real-time, and here, the need 

arose to use artificial intelligence technologies and their 

applications, such as machine learning, to develop smart cities. 

 

2.1. Machine Learning in GIS 

Machine learning (ML) is one of the most important 

applications of AI that we will take into consideration in this 

study. To review the applications of ML in GIS, it is first 

necessary to understand the basic concepts related to this field. 

Below, we present some basic principles and definitions. 

Artificial intelligence techniques are used in many applications 
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such as military, industrial, security, etc. [12,13,14]. AI 

techniques have helped in analyzing data obtained from GIS, 

which is often necessary and has a large security and economic 

dimension. 

 

ML is an application of artificial intelligence that enables 

systems to learn independently and improve their performance 

through experience and expertise without the need for specific 

programming. This field focuses on developing computer 

programs that can access and use data in learning [15].  

 

This process begins with observations or data, such as 

practical examples, direct experiences, or instructions, where 

this data is used to discover patterns and make more effective 

decisions based on the examples provided. The main goal of 

machine learning is to enable machines to learn independently 

without human intervention and to adapt their actions 

according to the results they reach.  

 

Machine learning algorithms are usually classified into 

supervised and unsupervised algorithms. However, this 

classification is very broad and does not cover all available 

methods [16]. 

 

Supervised ML algorithms can use knowledge gained 

from past experiences and training on pre-defined examples to 

predict future events using unseen data. These algorithms start 

by analyzing a set of training data (pre-defined examples) to 

predict possible output values. After sufficient training, the 

system is able to provide appropriate predictions for each new 

input. In addition, the algorithm can compare its results to the 

correct outputs, identifying errors to modify and improve the 

model. Examples of such algorithms include Support Vector 

Machine (SVM), Decision Tree, Random Forest, KNN 

algorithm, and Regression [17]. 

 

Unsupervised ML algorithms are used in cases where the 

training data is unlabeled or unlabeled. These algorithms aim 

to understand how the system can infer a function that 

describes the hidden pattern in the unlabeled data. Although 

these algorithms may not determine specific results, they 

explore the data and can infer and describe hidden structures 

in the unlabeled data. Examples of such algorithms include 

Apriori, K-means, and Expectation-Maximization (EM) [18]. 

Semi-supervised ML algorithms fall somewhere between 

supervised and unsupervised algorithms and are trained on 

both labeled and unlabeled data.  

 

Typically, a small portion of the data is labeled, while a 

larger portion is unlabeled. Systems using these algorithms can 

achieve a high level of accuracy. Semi-supervised learning is 

preferred when labeled data requires specialized and efficient 

resources to obtain, as producing such data is expensive and 

time-consuming. In contrast, accessing unlabeled data 

typically does not require additional resources [19]. 

 

Machine learning is considered a part of artificial 

intelligence, which is considered a main title, and in turn, it 

consists of a smaller part that contains it, which is deep 

learning, as in Figure 2. For each application, artificial 

intelligence algorithms work to solve it, and one of them can 

work efficiently, and another may not work with the same 

efficiency. 

 
Fig. 2 Relation among AI, ML and DL 

 

ML allows for the analysis of large amounts of data and 

typically provides faster and more accurate results for 

identifying profitable opportunities or high risks. However, 

machine learning can require additional time and resources to 

ensure it is properly trained.  

 

Machine learning relies on curated data that is used to 

analyze and build the learning model, which means there is a 

need for a suitable set of data that can be used effectively in 

the learning process. 

 

Many ML algorithms are suggested in the literature, and 

choosing the most suitable algorithm for a particular problem 

depends on a set of characteristics such as speed, accuracy, 

training time, prediction time, amount of data required for 

training, type of data, ease of implementation, etc. Often, the 

time factor is of utmost importance, especially in GIS 

applications, as shown in Table 1 [20]. 

 
Table 1. Time complexity of some ML algorithms 

Algorithm Learning Predicting 

Regression O(p2n+p3) O(p) 

Decision Tree O(n2p) O(p) 

Random Forest O(n2pnt) O(pnt) 

Naïve Bayes O(np) O(p) 

SVM O(n2p+n3) O(pnsv) 

KNN --- O(np) 

K-means O(npk+1) O(k) 

 

To avoid dependency on certain conditions, analyze 

algorithm runtime for asymptotic sense. Thus, n represents the 

training number, p is the feature number, nt is the tree number, 

nsv is the support vector number, and k represents the cluster 

number. The complexity of ML is calculated according to the 

table.  
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Learning time is the time required to train the model using 

the dataset, and it depends on the size of the data and the type 

of algorithm used. 

 

Prediction time is the time required to test the model using 

a new dataset or predict unseen data, and also varies depending 

on the size of the data and the type of algorithm used. 

 

In most cases, about 80% of the dataset is allocated for 

training, while the rest is used for fine-tuning and testing. It is 

worth noting that the training phase is often performed offline, 

which makes prediction time even more important for 

developers. 

 

In general, the above criteria can be used to select a 

number of suitable algorithms, but it is difficult to determine 

the best algorithm at the beginning. Therefore, it is preferable 

to follow an iterative approach to work. A set of potential 

algorithms can be selected from among the machine learning 

algorithms and tested on the data by running them in parallel 

or serially. Then, their performance is evaluated to select the 

most effective algorithm. 

 

In the following section, the proposed method will explain 

the reason for using the SVM classifier and how to enter GIS 

information into the classifier to analyze it and find the best 

ways to achieve a smart city. 

 

2.2. Applications of ML in GIS of Smart City 

In smart cities, machine learning works by obtaining data 

from GIS and analyzing it to improve many applications, 

including [21]: 

• Traffic and transportation systems process traffic flows, 

movements, road congestion and vehicles in real-time to 

improve their management using artificial intelligence by 

predicting traffic patterns and traffic timings through 

famous classifiers such as SVM or convolutional neural 

networks. 

• Energy resource management, which is one of the basics 

of smart cities, controlling energy resources, using clean 

energy and ensuring its distribution through predictive 

patterns and according to peak times and good distribution 

and waste management, often using a classifier such as 

SVM to predict such technologies and calculate factors 

such as climate, preparation times and historical work 

history. 

• Monitoring environmental sustainability to control 

pollution and determine its spread patterns to predict 

future risks, this requires data from Internet of Things 

sensors and uses deep learning to predict the spread of 

pollution and rely on weather and spatial factors. 

• Managing infrastructure monitored by automated 

learning, such as roads, bridges, and buildings and using 

GIS to access infrastructure and predict maintenance 

times and the expected life of infrastructure. 

• Maintaining safety and responding to emergencies to 

predict crime scenes, places, and times of natural 

disasters. Collecting and analyzing data on 

population density, the geographical nature of the area 

and the economic situation gives a clear picture to predict 

the best actual response. 

 

3. Related Work 
Geographic information systems play a major role in 

obtaining data to improve the design of smart cities. GIS works 

to prepare a huge amount of data, especially related to roads, 

transportation and traffic, to enable traffic movement [22]. 

Traditional methods of analyzing data take a long time to 

process and take actions and decisions regarding them, and this 

is not feasible with applications that operate in real time [23]. 

Integrating GIS technology and machine learning is an 

emerging field that needs more research and development. 

Many studies have considered integrating artificial intelligence 

applications with GIS applications in the design of smart cities 

[24]. Predictive analytics played a crucial role in making 

decisions based on improving services related to GIS and 

building modern smart cities [25].  

 

Higher education works to enhance the decision-making 

needed by many smart city facilities, which mainly depend on 

analyzing and processing data very quickly, even if it is 

complex. GPS technologies and big data have been used to 

help design several smart cities, including Dubai, which uses 

several artificial intelligence technologies to design traffic 

services and improve health services [26]. Machine learning 

technologies such as SVM were used to classify data and make 

decisions that contributed to reducing the effects of natural 

disasters in several cities in India and had a major impact on 

increasing the migration of people to urban areas enjoyed by 

areas such as Delhi [27]. An applied study combined machine 

learning technologies and big data from GPS systems that 

processed that data and were the reason for establishing urban 

cities in record time due to processing economic data and 

infrastructure and predicting the best investments and the best 

population cover as in Riyadh, in the Kingdom of Saudi Arabia 

[28].  

 

The well-known classifier used SVM to classify data 

collected for several years in Amsterdam, in which GPS had a 

clear and effective impact and built a smart system to choose 

the places where the technologies work and attract tourists in 

an urban way that helped provide resources for people and 

remove waste in smart ways that do not affect the environment 

[29]. In a study on the largest cities in the Kingdom of Saudi 

Arabia, which smart technology helped build, King Abdullah 

City is considered the largest economic city in the Kingdom, 

collected data from all sources, including GIS, especially in the 

subject of energy and security, to improve its urban planning 

[30]. Environmental sustainability faces major challenges in 

developing cities, including pollution, waste management and 
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its derivatives. GIS monitors these changes on a wide 

environmental scale to draw risk areas, but this is not feasible 

with traditional methods. Many studies have begun applying 

artificial intelligence and neural network techniques to process 

big data [31] to assess risks, such as flood prediction in some 

countries, which have avoided disasters [32]. There are also 

successful models in Makah and Madinah to serve pilgrims, 

Umrah performers and visitors to religious sites, where data 

analysis is used to improve transportation, security, public 

safety and healthcare services based on smart systems to 

monitor crowding and jostling, as well as monitoring public 

safety and emergency health cases, during the performance of 

religious rituals.  

The collected data is also used to make strategic decisions 

to improve the quality of services each year [33].GIS data has 

been used in many smart cities, such as Seoul in South Korea 

[34], which is considered one of the cities that have benefited 

from the automation of traffic and energy consumption to 

improve services provided to urban citizens and predict 

environmental disasters. Many studies have investigated the 
use of various applications, including artificial 

intelligence, in designing and improving smart cities. 

Figure 3 shows the number of studies focusing on smart 

cities over the past years. 

 

 

 
Fig. 3 Previous studies on smart cities and its applications [35 [ 

 

4. Proposed Method 
The process of improving and designing smart cities, 

according to the proposed methodology, includes integrating 

one of the most important machine learning techniques, the 

Support Vector Machine (SVM), with the most famous data 

acquisition system, GIS. It includes several steps, the most 

important of which is data acquisition, then pre-processing 

and training the model to choose the decision in real-time. The 

proposed methodology can be applied to any application, 

whether traffic and transportation management, 

environmental monitoring, land use planning, etc. The general 

framework is illustrated in Figure 4. The first steps in data 

collection are historical data recorded in a standard dataset 

about the land's topography and previously recorded 

environmental information in addition to spatial and non-

spatial information about the city’s infrastructure. Data 

sources here are multiple, including GIS data such as maps 

and images that come via satellite. All coordinates are in a 

dataset in addition to information from the Internet of Things. 

Data is obtained from sensor devices such as traffic cameras 

and weather stations; the information is instantaneous. Fixed 

information such as traffic patterns, population density, and 

terrain is also available. In general, it is of two types: 

historically fixed and variable in the long term, and 

information that occurs instantaneously in real time, as shown 

in Figure 5. 
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Fig. 4 General framework of the proposed method 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5 Type of data acquisition from the dataset 
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Features extraction and selection represent the data before 

processing, which are stored in vectors, and these vectors are 

the only way to enter data into the machine learning algorithm 

(SVM). Vectors contain features extracted from the data in the 

dataset and are often a two-way vector so that the classification 

process can be easily done. 

 

When the vectors containing the features are unified, the 

process of designing the SVM classifier begins to be suitable 

for classifying the features in the vectors. The training begins 

with the data in the database, and the classification is binary; 

for example, traffic congestion is either high or low (true or 

false), or sometimes multiclass, as in the land selection 

classification . 

 

Then, the kernel function is chosen for linear separation 

between the classes, and here comes the contribution so that 

the weights help classify the class and the classification is as 

close as possible to the margin boundaries. The classifier 

draws a map of the distribution of features in the two classes 

and which belongs to the other. 

 

There is a set of steps that the classifier takes to determine 

feature classes. In order to train the classifier, samples are 

taken from the known classes to determine the unknown ones 

that do not contain a label. Therefore, when the pre-trained 

classifier is executed on unknown or new activities, it is known 

which class it belongs to.  

 

Repeating training leads to increasing the accuracy of the 

output and thus creating a fully classified class. Classification 

takes the form of statistical calculations, utilizing the acquired 

information and determining the features belonging to any 

class. 

 

First, the classes and their belonging to any group are 

identified in training, and they are used through the classifier 

to analyze them by features. As following: 

𝐷 = {(𝑥𝑖 . 𝑦𝑖)|𝑥𝑖 ∈  ℛ.  𝑦𝑖 ∈ {−1.1}}𝑖=1
𝑛             (1) 

Such as, each xi considers an n-dimensional real feature 

vector and yi considers either +1 or -1, which refers to the 

classes by which the feature of xi is included. This helps to 

determine the best-split line (in terms of linear) or curve (non-

linear) that groups the features, including yi = 1 (belong class 

A) and those of yi = -1 (belong class B). The best separate line 

between two classes can be found in the case of training data, 

which is linear behavior (Figure 6). 
 

The weight wi belongs to the feature can be found in the 

next step. During sorting features in certain vector 

<w_1.w_2.….bn>, then can calculate the weight cent red in 

each class by, 

𝐶̂ =
1

𝑊
∑ 𝑤𝑖𝑥𝑖𝑦𝑖           (2) 

 
Fig. 6 Linear classifications of selected class 

In this step, we can group similar features in order to 

separate them into specific categories. The process continues 

for all categories, including non-overlapping categories that 

can be easily separated by a straight line. It is separated into 

two classes, A or B. The matching strategy was adopted in non-

linear classification, which contains a section of features that 

overlap between classes such that their place is in a certain 

class while, in reality, it belongs to another class. The 

boundaries of the categories can be preserved to predict the 

best-dividing line to unify the network paths in the distribution 

of data, as shown in Figure 7. 

 
Fig. 7 Non-linear classifications of features 

 

After the algorithm is trained on 80% of the selected 

samples from the dataset until we reach good percentages of 

results and expectations according to the label attached to the 

sample, we test the algorithm without labels on the remaining 

20% to evaluate it and know its optimal performance. The 

prediction accuracy, precision and recall are calculated to 

evaluate the proposed algorithm based on the weights of SVM 

and to know the algorithm’s ability to classify traffic routes or, 

predict housing patterns or predict risks, which will be 

discussed in the next section of the results. 

5. Results and Discussion 
The practical part of this study is very important, through 

which the work is evaluated and whether the proposed 
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algorithm can be relied upon. First, we note that the algorithm 

is trained on real data derived from a standard dataset 

containing various types of networks, particularly particularly 

complex ones. We divide the original data into two branches: 

training and testing (Figure 8). Therefore, the training group is 

divided into training and validation. The final division of the 

data is in order to verify the validity of the test data set. The 

division necessarily has a set of restrictions, and in order for 

the test data to be good, we do this procedure. When the test 

data is large, the data must be verified before starting the test, 

and hence, training depends on the marked data, which often 

contains all the network features or any path in it. 

 

 

 

 

 

 

 

 

Fig. 8 Architecture of dataset 

Features are extracted from GIS information in a given 

dataset to be classified into vectors for work on them. Each 

feature has an understanding of the proposed algorithm in 

order to work on it, as shown below. 

 

 
 

The data is collected to be interpreted later, and the 

collection mechanism represents one of the most important 

processes that must be adhered to. It works based on data 

derived from the GIS, such as the history of traffic flow, the 

topography and terrain, the environmental change, and the 

population density.  

 

clusters_model= array ([1,0,4,…,0,0,4], dtypeint=32). 

 

In classification, it is generally important to determine the 

performance evaluation, and it is very useful, especially in the 

difference in classifications during the training phase. It 

measures the accuracy of the work of the proposed classifier 

and the extent of its success. The confusion matrix, or the 

contingency table, measures the accuracy of the classifier 

through the columns that represent the predicted and the rows 

that represent the actual, as shown in Figure 9. 

 
Fig. 9 Confusion Matrix representation where (TP) is TRUE POSITIVE, 

(TN) is TRUE NEGATIVE, (FP) is FALSE POSITIVE, and (FN) is 

FALSE NEGATIVE 

The accuracy can be found by the Equation:  

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
   (3) 

Precision tells us what proportion of proper path we detect 

and have found in the network and can calculated by the 

Equation:  

𝑃𝑟𝑒𝑐𝑖𝑡𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
                    (4) 

These criteria and others can be illustrated in the following 

pseudo code: 
 

The results can be translated using the confusion matrix to 

be clearer and more realistic and to compare to the predicted 

results, as in Figure 10. 

Dataset 

Total Train Dataset Testing Dataset 

Training Validation 

Trained Result Tested Result 
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Fig. 10 Confusion matrix of the proposed algorithm 

 
Table 2. Performance of SVM classifier with binary and multiclass 

Classification 

type 

Accuracy 

% 

F-measure 

% 
Recall % Precision % 

Binary 

classification 
72.2 61.6 62.8 59.8 

Multiclass 81.3 76.9 75.3 73.1 

Weighted 

classification 
89.7 78.8 77.4 78.3 

The dataset contains 2467800 samples, representing 80% 

of the dataset during training. And the rest 20% will be in 

testing mode. 

 

The well-known SVM classifier performed the 

classification for multiple classes. Classification in the case of 

the binary class is in the form of a damaged class and a non-

damaged class. The results are used to examine the traffic 

congestion in the affected areas. It is based on the time that can 

determine the possibility of information reaching the teams 

that care for the information on external variables, weather and 

climate. Training is done on the pre-processed data, the 

changes are saved, and the test is performed on another part of 

the data. Table 2 shows the training on the 2467800 sample 

given from the dataset. 

 

 

Fig. 11 Evaluation of algorithm within different samples from the dataset in training mode
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In the table, results such as precision, recall and average 

were obtained for data that can be interpreted in multiple ways 

and for the areas most affected by the information change. 

Among the expectations are the location of the sensors to be 

changed according to the new predictions and considering the 

change in topography and the management of energy sources 

to be changed according to the predictions we get. The data 

that was trained on was the most consistent with the real data, 

so in the test stage, there is a conviction that the results are 

almost real and can be relied upon. When classifying using the 

binary class method, the result is weaker and adding weight to 

the classifier increases the accuracy of the result. 

 

The nationalities varied in the areas where the displaced 

people were located, including many nationalities and 

ethnicities for each governorate. The statistics taken by 

previous researchers in the past years are shown in Figure 10. 

After applying modern GIS technologies and weight to the 

SVM, Figure 11 shows the training mode of the system starting 

with 102354 samples from the dataset until it reaches 3277161 

samples. 

 

We see that the specified number of training data is that 

the more data that is trained on, the more efficient the result 

becomes until it reaches saturation. Any increase does not 

serve the system but only increases the time used for training, 

which is, in fact, very long during the training phase and 

reaches 12 hours and 34 minutes when executing 2467800 

sample data and increases logarithmically after this number. 

As for the time taken for execution in test mode, it is negligible 

because the algorithm is pre-trained. The time consumption in 

training mode can be illustrated in Figure 12, which explains 

how the training takes a huge amount of time when processing. 

 
Fig. 12 Execution time of proposed algorithm 

6. Conclusion 
This study highlights the improvement of data analysis 

that leads to decision-making in smart cities using GIS and one 

of the most important machine learning algorithms, which is 

SVM. Through the big data we obtain from GIS, we address 

urban challenges using machine learning algorithms for 

matters such as intelligent traffic management and resource 

allocation that leads to efficient land planning and 

environmental monitoring and its choices. 

 

Through the big data that is analyzed using the machine 

learning algorithm, patterns can be predicted that are of great 

benefit to improving urban processing. Smart solutions make 

resources more efficient in smart cities for sustainable urban 

development. Features are extracted from the big data 

collected in a standard dataset containing labels to classify 

them using SVM. Weights are added that effectively impact 

classifying categories to train the algorithm on the data and 

evaluate it. The accuracy rate of the proposed method reached 

90%, as the proposed method proved its worth through the 

criteria that the results reached. The proposed methodology 

provides a scalable model to adapt to smart city data, which 

leads to more innovations in this field. 

 

Future work 
The integration of GIS technology and machine learning 

algorithms is effective when applied to smart cities and can 

take an influential direction if it uses real-time data to take data 

from sensors and IoT devices to process it and make decisions 

accordingly. SVM technology can be linked to cloud 

information to control the volume of urban data and expand 

distributed computing technologies or architecture technology. 

Using other technologies, such as deep learning, can 

effectively impact and improve efficiency to increase the 

ability to predict energy consumption, future traffic routes, or 

better waste management. The analysis can be more 

comprehensive, especially if economic, social and 

demographic data are integrated to enhance urban planning. 
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