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Abstract - Crowd behavior is a critical aspect of numerous applications such as crowd management, urban planning, and safety 

monitoring in the current era of the world. Convolutional Neural Networks (CNNs), one of the most recent advancements in deep 

learning, have demonstrated potential in the analysis of crowd behavior patterns. However, computational limitations frequently 

make it difficult to implement complex CNN models for crowd analysis tasks, particularly in real-time applications. The 

utilization of a lightweight CNN model for crowd behavior analysis on the Motion Emotion Dataset (MED) is proposed in our 

study. The MED dataset has diverse scenes with varying crowd emotional and behavioral aspects, making it an ideal benchmark 

for evaluating crowd analysis algorithms. The 2D CNN model is applied to the MED datasets to extract the features and 

annotations for training the lightweight CNN. The model is validated in the validation set and achieved an accuracy of 99.4% 
on the Emotion Dataset and 94.35% on the Behavior Dataset. The results are validated using the confusion matrix. The results 

indicate that the lightweight CNN model achieves competitive performance on the MED dataset while exhibiting reduced 

computational overhead compared to more complex models. The discoveries made aid in the advancement of effective and 

scalable strategies for crowd surveillance and control, with applications spanning across diverse sectors such as public safety, 

transportation, and event coordination. 

Keywords - Crowd anomaly, Crowd behavior, CNN, Crowd emotional and behavioral analysis, Crowd Surveillance.  

1. Introduction 
A crowd represents a gathering of individuals in a specific 

location, with variations depending on the circumstances. For 

instance, the composition of a crowd in a temple differs from 

that in a shopping area. The usage of the term ‘crowd’ is con-

text-dependent, reflecting factors such as size, duration, com-

position, motivation, cohesion, and proximity of individuals 

within the group. Examining these aspects of crowd behavior 

is vital to proactively manage any potentially critical situations 

before they escalate [1]. 

In contemporary times, global overpopulation is giving 

rise to numerous crowded scenarios in many cities. These 
crowded situations emerge during events such as parades, en-

trances and exits of stations, political demonstrations, and 

strikes. Such situations pose an increase in security challenges 

[2]. Concurrently, an escalating number of cities are adopting 

surveillance systems utilizing video-protection cameras [3]. 

Initially, these surveillance systems were overseen by human 

agents. However, this approach proved to be ineffective, error-

prone, and overwhelming over time [4]. Recent literature on 

incidents like mob lynching [5], protests against the CAA bill 

[6], the revocation of Article 370 [7], violence at multiple In-

dian universities [8-10], and Farmers breaching Delhi’s Red 

Fort in a huge tractor rally during which protest turn violence 

[12] underscores the relevance and necessity of automated 
crowd behavior analysis. Implementing crowd inspection sys-

tems enables the detection of abnormalities in public environ-

ments, serving as a valuable tool for various stakeholders in 

managing significant security threats to society [11].  

The analysis of crowded environments has experienced a 

surge in popularity in recent years, driven by both academic 

research endeavors and the integration of advanced Artificial 

Intelligence (AI) technologies in various industries. The surge 

in popularity is primarily fueled by the escalating population 

growth rate and the imperative for more sophisticated and pre-

cise public monitoring systems. These systems have demon-
strated their effectiveness in capturing crowd dynamics for de-

signing public environments [13], simulating crowd behavior 

for game design [15], analyzing group activity [14], and mon-

itoring crowds for visual surveillance [16]. A human expert 
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observer seems to be capable of monitoring the scene for un-

usual events in real-time and taking immediate reactions [14] 

accordingly. Nevertheless, psychological research demon-

strates that humans have a significantly limited capacity to 

monitor multiple signals simultaneously [17]. In a situation 

like an extremely crowded scene, with multiple individuals 
doing different behaviors, monitoring poses a significant chal-

lenge even for a human observer. Since the last decade people 

have started to think about the atomization of crowd behavior. 

Significant research work started in early 2010 with the use of 

image processing. In addition, the computer vision approach 

added a milestone to the entire Video Anomaly Detection 

(VAD) System [17].  

The primary challenge in this research domain revolves 

around uncertainty, particularly concerning the definition of a 

crowd and the determination of the quantity of people gath-

ered in a given location. The context in which a crowd is de-

fined remains ambiguous. For example, a group of thirty peo-
ple gathered in a closed meeting room is the crowd, but the 

same number of people gathered in the park is not. The degree 

of uncertainty will be different in each case [18]. In such a 

system, designing a general-purpose model for the analysis of 

crowd behavior is difficult. This makes it difficult to perform 

an exhaustive review of published works because much re-

search addresses different problems and is therefore not di-

rectly compared to one another. Previous studies have been 

concluded on the understanding of human and crowd behavior 

within the crowded scene [12]. As per past research studies, 

Crowd Statistics and behavior analysis are two main catego-
ries in the research scope. By using techniques for crowd 

counts, crowd statistics aim to estimate the density of the 

crowd. The purpose of crowd behavior analysis is to study the 

behavior of a crowd. Crowd behavior analysis is further sub-

divided into crowd tracking and activity analysis more to-

wards behavior analysis, from which the area of interest is di-

rected more towards the crowd emotion and behavior analysis. 

Current research trends are in keen interest to identify the 

video event in either anomaly or not only. The crowd can also 

be categorized based on various emotions like anger, happi-

ness, neutrality, etc. The crowd behavior can be categorized as 

congestion, fighting, panic, etc. 

Crowd Classification provided by Grant and Flynn in 

2017 is shown below, in which counting and behavior analysis 

aspects are focused to identify the type of crowd. The ap-

proach to crowd counting remains consistent regardless of the 

scenario requiring density identification. Whether anomalies 

are anticipated or not, the methodology for crowd counting re-

mains the same. 

As depicted in Figure 2, Tripathi et al. proposed that as-

sessing crowds can involve examining crowd counting, den-

sity estimation, scene analysis, and abnormality analysis.  

From the previous studies and other sources that define 

crowd classification, a few points should be taken into consid-

eration. Crowd counting, person tracking, density estimation, 

motion, etc., are the ways to identify the crowd behav-

ior/crowd analysis in mainly two classes, which are Normal 

Crowds and Abnormal Crowd.   

 

 

 

 

 

 

Fig. 1 Crowd classification [19] 

 

 

 

 

 

 

 

Fig. 2 Crowd taxonomy by Tripathi et al. [46] 

Based on prior research and various sources that define 

crowd classification, several factors should be considered. 

These include crowd counting, person tracking, density esti-

mation, motion analysis, etc. These methods help identify 

crowd behavior and analyze crowds primarily into two clas-

ses: Normal Crowd and Abnormal Crowds. In research work 

a novel approach and scenario aimed at discerning crowd 
emotions and behavior to forecast the present state of the 

crowd. Aligning with recent research trends, it is imperative 

to categorize the situation into multiple classes to bolster effi-

ciency and accuracy. This categorization also proves benefi-

cial for real-time prediction of crowd behavior and crowd 

management. 

Using human emotions to depict crowd movements can 

aid in the comprehension of crowd behavior. To put it another 

way, to develop a thorough grasp of crowd behavior, human 

emotions can be used to bridge the semantic divide between 
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high-level behavior semantics and low-level motion infor-

mation. A novel dataset for Crowd Emotion and Behavior has 

been proposed by Rabiee et al. [16]. 

 

 

 

 

 

 

Fig. 3 Proposed taxonomy for crowd behavior analysis 

 

 

 

 

 

 

 

 

 

 

Fig. 4 Crowd analysis according to [23] 

Analyzing crowd behavior presents a complex and bur-

geoning research domain that encompasses fields such as 
computer vision, soft computing, pattern recognition, machine 

learning, and deep learning. These fields converge to tackle 

various challenges, such as video surveillance, intelligent en-

vironments, crowd management, and the design of public 

spaces [11]. An intelligent environment can help in diverting 

crowds to ensure public safety, while public space design of-

fers guidelines to assist planners in optimizing space usage. 

Zitouni et al. [23] conducted a comparative analysis re-

vealing that the number of publications on the globalized ap-

proach surpasses those on the localized-level approach by al-

most 50%. Density-based methods for modelling crowds are 

also widely favored [23]. 

In this paper, our aim is to identify the need for emotional 

and behavior analysis of the crowd by using Machine Learn-

ing. Due to the limitations of the traditional approaches, Ma-

chine Learning may play an important role. Various datasets 

can be used as supervised learning to identify the current state 

of the crowd.  

In this paper, our aim is to identify the need for emotional 

and behavior analysis of the crowd by using Machine Learn-

ing. Due to the limitations of the traditional approaches, Ma-

chine Learning may play an important role. Various datasets 

can be used as supervised learning to identify the current state 

of the crowd. For better justification, try to classify the crowd 

into 7 various emotion classes and 6 different behavior classes. 

The remainder of the paper is structured as follows: Section 2 

provides a review of previous studies concerning crowd anal-

ysis, crowd abnormal behavior analysis, and crowd anomaly 

detection. Section 3 discusses Machine Learning and CNN 

and their relevance to this study, including various methods. 
(Methods study) In Section 4, existing datasets are examined 

and compared- section 5, preprocessing of the dataset and       

applying the proposed methodology/architecture. Section 6           

presents the prposed methodology and implementation. Sec-

tion 7 evaluates the proposed solution through the confusion 

matrix and charts. Finally, Section 8 presents the conclusion 

and outlines future avenues of research.  

2. Literature Reviews on the Crowd Analysis, 

Crowd Behavior Analysis and Crowd Anomaly 

Detection 
The Crowd behavior analysis models involved steps like 

Crowd modeling, crowd counting, tracking, density estima-

tion, behavior prediction, etc. In developing the crowd analy-

sis model, visual sensors such as CCTV cameras are utilized 

to gather crowd-related data, while non-visual sensors like 

smartphones serve as sensing devices. The fusion of this in-

formation provides a more comprehensive understanding of 

crowd dynamics and behavior [21]. The subfields of AI began 

to gain traction in the early 2000s. Supervised learning and 

unsupervised learning emerged as pivotal methods for real-
time prediction in response to the expanding size of datasets. 

From the book - concept, and real-time application of deep 

learning show the use of deep learning architecture with ap-

plications in natural language processing, semantic knowledge, 

forecasting and many more [22]. 

Zitouni MS et al. [23] published a review paper, “Crowd 

Analysis: A Survey”, in 2008. Comprehensive overview of 

crowd analysis methods involved in computer vision research. 

It emphasizes the importance of crowd analysis in various ap-

plications such as crowd management, public space design, 

virtual environments, visual surveillance, and intelligent envi-
ronments. The authors discuss crowd models and event infer-

ence, detailing approaches like physics-inspired models, 

agent-based models, cellular automaton models, and nature-
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based models. Additionally, the document focuses on the 

bridging of research in computer vision and non-vision ap-

proaches to crowd analysis, highlighting the potential of sim-

ulations and test frameworks for training and validating com-

puter vision systems.   

Ven Jyn Kok et al. [48] published a paper in 2016 that 
said that merging physics with biology reveals insights into 

the complex dynamics of collective human behavior. It ex-

plores emergent properties and self-organization within 

crowds, akin to phase transitions observed in physical systems. 

Drawing parallels with biological phenomena like swarming 

insects, it underscores the complexity and nonlinearity inher-

ent in crowd dynamics. The review emphasizes interdiscipli-

nary collaboration’s practical implications, from urban plan-

ning to disaster management, in developing effective crowd 

control strategies. Through this synthesis, it offers a compre-

hensive understanding of crowd behavior, with potential ap-

plications across various real-world contexts. 

Afiq et al.[49] discussed the Discussed Spatio-Temporal 

Technique (STT), Hidden Markov Model (HMM), Gaussian 

Mixture Model (GMM) and Optical Flow method to identify 

the abnormal behavior. They have also reviewed that CNN-

based methods have been extensively adopted in recent re-

search due to their strong hold on Object Detection and Clas-

sification.  

J Zhang et al. [24] present the Collaboratively Self-super-

vised Video Representation (CSVR) framework aimed at ac-

tion recognition. The method consists of three branches: gen-

erative pose prediction, discriminative context matching, and 
collaborative video generating, with extensive experiments 

showing state-of-the-art performance on UCF101 and 

HMDB51 datasets. The study demonstrates the significance of 

each branch, highlighting the complementary nature of static 

context and dynamic motion features for action recognition by 

the selection of dynamic motion feature, contrastive loss, 

video generation target, and hyperparameter investigation of 

𝜎𝑝, 𝜎𝑐. The results show the superiority of the CSVR frame-

work, achieving a top-1 accuracy of 90.3% and 56.5% on 

UCF101 and HMDB51, respectively. The CSVR framework 

is trained in a self-supervised manner, leveraging large 
amounts of unlabeled video data. 

Swathi et al. [25] proposed a novel approach that com-

bines statistical features from the Gray-Level Co-occurrence 

Matrix (GLCM) with deep learning features extracted using 

the AlexNet Convolutional Neural Network (CNN). This hy-

brid feature set is then used to train a Multi-feed Forward Neu-

ral Network (MFNN) model for multi-class classification of 

crowd behaviors. The proposed system model includes data 

acquisition, data preprocessing, hybrid statistical-deep feature 

extraction, transferable deep-learning AlexNet feature extrac-

tion, and multi-class classification using the MFNN algorithm. 

The researchers emphasize the significance of exploiting di-

verse spatio-temporal features and high-dimensional deep fea-

tures to enable accurate and efficient crowd video analysis and 

classification. The authors compared it with other classifica-

tion methods like Gaussian Mixture Model (GMM) and Sup-

port Vector Machine (SVM). The proposed model outper-
forms these methods in terms of accuracy, achieving 91.35%. 

Ali Mollahosseini et al. [28] proposed  AffectNet- A Da-

tabase for Facial Expression, Valence, and Arousal Compu-

ting in the Wild. The paper addresses the limitations of exist-

ing datasets for emotion recognition. Around one million im-

ages are identified and labeled by the author. The annotation 

process is used to label facial expressions according to the 

seven basic emotions defined by Ekman, as well as dimen-

sional valence and arousal ratings. The authors highlight the 

utility of AffectNet for advancing research in facial expression 

recognition, affective computing, and related fields. They 

demonstrate the effectiveness of the dataset through experi-
ments on emotion classification tasks, achieving state-of-the-

art performance compared to previous benchmarks. 

Guodong Li et al. [26] proposed a model which is de-

signed to recognize crowd behavior states and utilize an Inter-

vention Optimization-Genetic Algorithm (IO-GA) to maxim-

ize the benefits-to-costs ratio, improving the efficiency of in-

terventions. The model is demonstrated through simulation 

experiments on the Motion Emotion Dataset (MED) to ana-

lyze the changes in behavioral state, mood, and intensity of 

violent fighting events before and after an intervention. The 

comparison of original video frames, non-intervention simu-
lations, and intervention simulations at different time frames 

(0, 15, 30, 45, 60, and 75) showed the impact of the interven-

tion on crowd behavior and emotion.  

Minzhong Wu at. al. [27] proposed approach focuses on 

recognizing the collective emotions of a crowd, which can be 

divided into two main categories: the recognition of individual 

emotions in the crowd and the recognition of group emotions 

of the crowd. The main categories of crowd emotions recog-

nized in the proposed approach include anger, sadness, excite-

ment, fear, happiness, and neutrality. The proposed approach, 

CS-RNN, has been compared with traditional deep learning 

methods, including the RNN model, CNN model, and CNN 
model with attention mechanism, in terms of accuracy and 

Kappa coefficient. The CS-RNN approach achieved an accu-

racy of 94.68%, which is higher than the accuracy of the other 

traditional deep learning methods. The proposed approach has 

limitations in accurately distinguishing between specific emo-

tions, particularly in differentiating between happy and ex-

cited emotions. This challenge arises due to the reliance on 

motion features, which can lead to confusion in recognizing 

these specific emotions. Wang et al. [29] proposed a method 

that involves a two-step process, where a novel descriptor 

called multi-frame optical flow orientation (MHOFO) is first 
computed to capture movement information. This descriptor 
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is then used as input for a Cascade Deep Autoencoder (CDA) 

network designed to extract features of consecutive frames.  

The CDA network is trained using normal samples, and 

abnormal samples are detected based on the reconstruction er-

ror in the testing phase. The experiments are performed on 

PETS2009, UMN, and UCSD datasets to evaluate the perfor-
mance. On the PETS2009 dataset, the algorithm achieved high 

accuracy in detecting abnormal events, such as sudden 

changes in crowd behavior, with an area under the ROC curve 

(AUC) of 0.9501. The proposed methods efficiently identify 

the difference between walking and running in the crowd with 

an efficiency of 0.9752. The proposed model was validated on 

the UMN and UCSD datasets with considerable efficiency.  

Rendón-Segador et al. [30] proposed CrimeNet model, 

which combines Vision Transformer (ViT) and Neural Struc-

tured Learning (NSL) with adversarial training, outperforms 

previous works by a significant margin, reducing false posi-

tives to practically zero and improving the state-of-the-art in 
violence detection on challenging datasets. CrimeNet achieves 

near-perfect results, with an accuracy of over 99.98% on the 

UCFCrime and XDViolence datasets. In the case of the 

NTUCCTV Fights dataset, CrimeNet achieves 100% accuracy. 

For future research, acknowledge the importance of cross-da-

taset experiments to evaluate the generalization of violence 

detection models. 

Biao Guo et al. [31] proposed a novel method that com-

bines spatial and temporal information using a two-stream 

spatial-temporal auto-encoder network with adversarial train-

ing. Additionally, the authors introduce a pseudo-abnormal 
dataset to address the lack of abnormal samples, and they con-

duct experiments on benchmark datasets to demonstrate the 

effectiveness of their proposed method. The quantitative as-

sessment demonstrates that our approach outperforms current 

state-of-the-art methods in both frame-level and pixel-level 

evaluations, achieving a frame-level accuracy of 91.5% in 

Ped1 and 97.9% in Ped2. Additionally, our pixel-level evalu-

ation yields scores of 82.7% on Ped1 and 95.1% on Ped2. 

Manu Yadakere Murthygowda et al. [32] introduce the 

Integrated Multi-level Feature Fusion (IMFF) framework em-

ploys a multi-level feature fusion strategy to capture valuable 

insights from crowd behavior. It incorporates three tiers of fea-
ture fusion: the initial level focuses on physical attributes, the 

subsequent level emphasizes spatial relationships, and the fi-

nal level delves into temporal characteristics. The major goal 

of the proposed method is to distinguish between normal and 

abnormal crowds. The performance evaluation of the IMFF 

framework using the UMN and VF datasets demonstrates its 

superior accuracy compared to existing methodologies, with 

an accuracy of 99.56%. Other aspects worth considering for 

future analysis include examining individual personnel mobil-

ity patterns to understand crowd behavior more comprehen-

sively. 

Ristea et al. [33] propose a lightweight masked Auto-En-

coder (AE) for efficient video anomaly detection. The authors 

introduce an innovative approach to weight tokens based on 

motion gradients, enabling the model to focus on reconstruct-

ing tokens with higher motion and avoid learning to recon-

struct the static background scene. A teacher and student de-
coder are introduced to enhance anomaly detection. The study 

highlights the crucial role of self-distillation, synthetic anom-

aly augmentation, and motion-based weights in boosting the 

model’s accuracy. The model’s efficiency is highlighted by its 

ability to process at unprecedented speeds, making it between 

8 and 70 times faster than competing methods. Overall, the 

proposed lightweight masked model offers a remarkable 

trade-off between speed and accuracy, positioning it as a com-

petitive approach in the field of video anomaly detection. The 

proposed model is lightweight compared to other state-of-the-

art models. 

Andra Acsintoae et al. [34] proposed supervised open-set 
anomaly detection in video. The paper introduces UBnormal, 

a new benchmark for supervised open-set anomaly detection 

in video. UBnormal is the first benchmark to provide a valida-

tion set, which is essential for machine learning algorithms re-

lying on hyperparameter tuning.  

Guillermo del Castillo Torres et al. proposed the use of 

Explainable Artificial Intelligence (XAI) techniques, specifi-

cally LIME and CEM, to interpret the results obtained by Con-

volutional Neural Networks (CNN) in recognizing facial ex-

pressions. The authors showcased outcomes obtained from 

training a basic CNN model using the UIBVFED dataset. This 
dataset comprises synthetic avatars demonstrating 32 facial 

expressions categorized into six universally recognized emo-

tions. The CNN model achieved a global accuracy of 88% and 

showed high recognition rates for emotions such as joy, anger, 

and fear. CNN models are often considered black-box models, 

providing no insight into the reasoning process behind their 

decisions.  

In the context of artificial intelligence, Explainable Arti-

ficial Intelligence (XAI) has been developed to address this 

issue by providing means to interpret the results obtained by 

machine learning models. LIME, which stands for Local In-

terpretable Model-agnostic Explanations, highlights the areas 
of the image that contribute to a classification. CEM, or the 

Contrastive Explanation Method, provides explanations in a 

way that is natural for human classification. The extensive ar-

ray of features within the images hampers the efficacy of CEM, 

which demonstrates notably more compelling outcomes with 

images of reduced complexity, such as those found in the 

MNIST dataset. 

Yu Tian et al. [36] introduce the Robust Temporal Feature 

Magnitude learning (RTFM) method to address bias in Multi-

ple Instance Learning (MIL) models towards dominant nega-

tive instances, especially in cases of subtle anomalies in 
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weakly supervised video anomaly detection. The RTFM ap-

proach trains a feature magnitude learning function to effec-

tively recognize positive instances, substantially improving 

the robustness of the MIL approach to the negative instances 

from abnormal videos. This method incorporates feature mag-

nitude learning, dilated convolutions, and self-attention mech-
anisms to capture both long- and short-range temporal depend-

encies. The paper reports that the RTFM-enabled MIL model 

outperforms several state-of-the-art methods on benchmark 

datasets and achieves significantly improved subtle anomaly 

discriminability and sample efficiency.  

The results indicate the efficacy of the feature magnitude 

learning approach in improving the discriminative ability of 

the model, especially in identifying subtle anomalies, and it 

has the potential to enhance sample efficiency in weakly su-

pervised anomaly detection scenarios. The proposed model 

was verified with well-known datasets, which are Avenue, 

SanghaiTech and UCSD Ped2. The proposed method 
achieved an accuracy of 99.74%. For improvement, the author 

suggested comparing their work with existing state-of-the-art 

approaches and refining the training process. 

KY Gan [37] et al. presented an approach to video anom-

aly detection utilizing weakly supervised learning and contras-

tive regularization. The proposed novel approach U-Net-based 

architecture to capture both local and global temporal depend-

encies effectively. With the utilization of weakly supervised 

contrastive regularization, the model endeavors to mitigate 

overfitting by acquiring more broadly applicable features. The 

work is supported by extensive experimentation on the UCF-
Crime dataset.   

Alessandro Bruno et al. [38] presented an integrated so-

lution for crowd behavior analysis using deep learning models, 

emphasizing the use of computer vision techniques to detect 

anomalies in crowd behavior at different scales. It highlights 

the multidisciplinary nature of crowd behavior analysis and 

the application of the proposed solution in the S4AllCities 

H2020 project. The method also involves supervised and un-

supervised learning paradigms, and experiments have been 

carried out on the publicly available UCSD Anomaly Detec-

tion Dataset. The precision and recall values for YOLOv5 and 

DeepSORT in the experimental results are as follows:  

For YOLOv5: Precision: 0.98, 0.93, 0.95, 0.94, 0.92 Re-

call: 0.75, 0.72, 0.71, 0.78, 0.70 

For DeepSORT: Precision: 0.85, 0.89, 0.83, 0.86, 0.87 

Recall: 0.74, 0.72, 0.69, 0.68, 0.72 

These values represent the performance of the deep learn-

ing models in detecting and tracking pedestrians from CCTV 

cameras’ video sequences, as reported in the experimental re-

sults. 

Siqi Wang et al. [39] introduce a novel approach called 

Visual Cloze Completion (VCC), which aims to construct Vis-

ual Cloze Tests (VCTs) by erasing patches from a Spatio-

Temporal Cube (STC) and training DNNs to complete the 

erased patches and their optical flow, thus enabling better 

VAD performance. The VCC method utilizes appearance and 
motion cues for video event extraction and employs ensemble 

strategies to fully exploit the temporal context and motion in-

formation in video events. Furthermore, the document sug-

gests employing Optical Flow for motion-driven Region of In-

terest (RoI) extraction to augment the accuracy of event local-

ization. Additionally, it introduces an upgraded VCC model-

level approach known as the Spatio-Temporal UNet (ST-

UNet), aimed at capturing more comprehensive video seman-

tics and temporal context information, thereby enhancing the 

performance of Video Anomaly Detection (VAD). 

Varghese et al.’s [40] research paper focuses on analyzing 

crowd behavior from cognitive and psychological perspec-
tives using computer vision techniques. The author discussed 

various psychological theories of crowd behavior, including 

group mind theory, social comparison theory, and emergent-

norm theory. These theories aim to explain how crowd behav-

ior is influenced by social and psychological interactions, em-

phasizing the need to consider these factors in crowd behavior 

analysis.  

The proposed method is the fusion of cognitive compu-

ting and psychological aspects, such as the integration of psy-

chological theories and parameters with machine learning and 

deep learning methods. The author also discussed important 
datasets like UMN, UCSD Peds1 and Peds2, PETS 2009, UCF 

Normal/Abnormal Web Dataset, Violent-Flows, Motion Emo-

tion Dataset (MED) and Crowd-11, out of which MED is the 

only one that contains the psychological parameter emotion as 

an intermediate attribute. 

Zhang et al. [41] focus on the challenging task of predict-

ing crowd emotion using video surveillance data, as conven-

tional emotion clues such as facial expressions or body ges-

tures are not easily discernible in crowded scenes. The pro-

posed method describes crowd emotions using four attributes: 

enthalpy, magnitude variance, confusion index, and crowd 

density, which are given as input to a fuzzy inference system 
to evaluate arousal and valence in crowd emotion. The en-

thalpy value and magnitude variance serve as inputs for the 

arousal fuzzy inference system, while the confusion index and 

crowd density serve as inputs for the valence fuzzy system.  

Fuzzy rules are formulated to deduce the emotion in the 

crowd scene by considering the interplay between arousal, va-

lence, and crowd features. The output of the developed fuzzy 

system not only classifies emotions but also assigns scores to 

crowd emotions based on arousal and valence. Experimental 

findings illustrate the effectiveness of the proposed approach 

in assessing arousal and valence in crowd emotion, thereby 
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making a significant contribution to the domains of crowd be-

havior analysis and emotion recognition. This new dataset is 

formed by selecting related image video frames from four 

video surveillance datasets (UMN data set, PETS2009, UCF 

and MED). As a future work author suggested, there is a need 

to explore more emotion description models and collect more 
crowd image data by enriching the database and also the field 

of crowd behavior analysis along with emotion recognition for 

a better understanding of the crowd and to predict the efficient 

current state of the crowd. 

Marsden et al. [42] proposed ResnetCrowd, a deep resid-

ual architecture designed for crowd counting, violent behavior 

detection, and crowd density level classification. The paper 

proposes a multi-objective approach, highlighting the lack of 

a labeled multi-task dataset for crowd analysis as a significant 

hindrance. The ResnetCrowd model is also evaluated on addi-

tional benchmarks (UMN Dataset) to highlight its superior 

generalization for crowd analysis models trained for multiple 
objectives. The results indicate that the proposed method 

achieves notable accuracy in identifying crowd behavior 

which is approx 0.79 mAUC. 

Rezaee et al. [43] emphasize the importance of incorpo-

rating real-time security monitoring based on the Web of 

Things (WoT) platform and machine learning algorithms to 

enhance the influential detection of abnormal behaviors in 

crowds. The study also introduces the Motion Emotion Da-

taset (MED) as a crucial resource for investigating the diverse 

conditions influencing these methods. MED facilitates the 

analysis of crowd and individual behaviors for security screen-
ing of abnormal events. The author discussed the accuracy of 

various methods for crowd anomaly detection. It mentions that 

previous studies have reported accuracy ranging from 68.2% 

to a maximum of 73% for identifying the accuracy of the 

crowd anomaly behavior classifier. The Hybrid approach is 

able to claim an efficiency of 94.13%. In future work the au-

thor suggested implementing a hybrid model and WoT plat-

form to reduce computational time and complexity. 

The author suggested a bottom-up approach based on 

Deep Learning for detecting group activities, emphasizing 

contextual factors and human-to-human interactions. Their 

methodology utilizes Convolutional Neural Networks (CNN) 
to extract action-pose features and scene-related information, 

while Recurrent Neural Networks (RNN) are employed to 

track group dynamics. They introduce two distinct ap-

proaches: one employing Long Short-Term Memory (LSTM) 

and another utilizing Gated Recurrent Units (GRU). 

Ullah et al. [44] developed a violence detection frame-

work using a triple-staged deep learning approach and its ap-

plication to three distinct datasets. The proposed method in-

volves detecting persons in surveillance video streams using a 

pre-trained MobileNet-SSD CNN model and subsequently 

passing the sequence of frames to a 3D CNN model for spati-

otemporal features extraction and analysis. The proposed 

model experimented on the violent crowd, violence in movies, 

and hokey fight datasets to evaluate the accuracy and perfor-

mance of the proposed method with an achieved accuracy of 

98% for the violent crowd dataset, 99.9% for the violence in 
movies dataset, and 96% for the hockey fight dataset. 

In summary, crowd behavior analysis involves a number 

of processes, such as behavior prediction, density estimates, 

tracking, counting, and crowd modeling. Crowd-related data 

is gathered through both non-visual sensors, like cell phones, 

and visual sensors, such as CCTV cameras. This allows for a 

more thorough understanding of crowd dynamics and behav-

ior. Real-time prediction challenges have benefited greatly 

from the incorporation of AI techniques, especially supervised 

and unsupervised learning, which has made it possible to cre-

ate crowd analysis models with better generalization capabili-

ties. Numerous research studies have shown that deep learning 
architectures can perform well in tasks including emotion 

recognition, forecasting, emotion and behavior analysis, and 

semantic knowledge extraction. 

Over the years, research on crowd analysis has changed, 

with thorough surveys emphasizing the value of the technique 

in a range of applications, including intelligent environments, 

public space design, crowd management, and visual surveil-

lance. Through interdisciplinary collaboration, insights into 

the intricate dynamics of human collective behavior have been 

gained, including parallels to biological phenomena such as 

swarming insects. Research has highlighted the usefulness of 
crowd behavior research in managing disasters, planning met-

ropolitan areas, and creating efficient crowd control tech-

niques. The use of cutting-edge approaches, including spatio-

temporal methodologies, convolutional neural networks, opti-

cal flow, hidden Markov models, and Gaussian mixture mod-

els, is one of the most recent developments in the study of 

crowd behavior. These techniques have been shown to be 

more accurate in detecting aberrant behavior and crowd emo-

tions, opening the door for crowd analysis and management 

systems that are more effective. Furthermore, the creation of 

extensive datasets like AffectNet and the Motion Emotion Da-

taset (MED) has made useful resources available for the train-
ing and validation of crowd analysis algorithms. These da-

tasets include psychological factors that improve our compre-

hension of crowd behavior and the identification of emotions. 

Research on crowd behavior analysis will likely go in sev-

eral directions in the future, such as investigating more com-

plex emotion description models, gathering more crowd im-

age data to enhance databases, and combining machine learn-

ing algorithms with real-time security monitoring platforms to 

enhance the detection of abnormal crowd behaviors. All things 

considered, these developments are highly promising for rais-

ing the efficacy and efficiency of crowd analysis systems in a 
range of practical uses. 
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Crowd behavior analysis involves the different stages like, 

Detection, Tracking, Feature Extraction, Classification and 

Anomaly Detection. From the mentioned stages, Detection 

and Stages are broadly addressed by researchers with signifi-

cant accuracy. Feature Extraction has come into the keen in-

terest of researchers after the introduction of Deep Learning 
algorithms, which compute the set of metrics with the dynamic 

features, topology structure and affective state of the crowd. 

From the extracted features, the Behavior classification and 

anomaly detection can be recognized from the video se-

quences.   

3. Discussion of Machine Learning, CNN and its 

Significance in this Study  
Artificial Intelligence (AI) assumes a pivotal role in pre-

diction and automation tasks. With society transitioning to-

wards automation and an increasing focus on ensuring peo-

ple’s safety, concerns arise regarding crowd management, par-

ticularly in situations where large gatherings occur. The po-

tential for disasters in crowded environments poses a signifi-

cant risk to human lives. While manual observation of CCTV 
cameras aids in crowd management, it is limited by human ca-

pabilities and may overlook critical observations, potentially 

leading to significant issues.  

Machine learning techniques play a crucial role in crowd 

abnormality analysis, offering effective methods for detecting 

unusual patterns or behaviors within crowds through the utili-

zation of various machine learning algorithms, such as super-

vised learning, unsupervised learning, and reinforcement 

learning. Supervised learning algorithms, for instance, enable 

the training of models on labeled datasets where abnormal 

crowd behaviors are explicitly identified. These models can 
then generalize patterns from the training data to detect anom-

alies in new, unseen crowd scenes.  

Unsupervised learning techniques, on the other hand, al-

low for the detection of anomalies without labeled data, rely-

ing on the identification of patterns that deviate significantly 

from the norm within the crowd. The application of machine 

learning in crowd abnormality analysis provides a powerful 

tool for enhancing crowd management, public safety, and se-

curity in various settings, such as public events, transportation 

hubs, and urban environments. 

As new deep learning models emerge, prototypes for 
crowd anomaly detection have transitioned from conventional 

2DCNN to 3DCNN. Moreover, there has been a shift from 

standard deep learning methods to more sophisticated ap-

proaches such as attention-based, transformer-based, and even 

quantum computing-based learning techniques. 

A typical Deep Learning neural network architecture in 

computer vision is the Convolutional Neural Network (CNN). 

An artificial intelligence field called computer vision makes it 

possible for a computer to comprehend and analyze an image 

or other visual data. [45] The Convolutional Neural Network 

(CNN) is an expanded form of Artificial Neural Network 

(ANN), primarily employed for extracting features from grid-

like matrix datasets. It finds significant application in visual 

datasets such as images or videos, where discerning data pat-
terns is crucial. Figure 5 shows the typical architecture of the 

CNN. CNN accomplishes multiple layers like the input layer, 

Convolutional layer, Pooling layer, and fully connected layers. 

The Convolutional layer uses filters on the input image to ex-

tract features, followed by the Pooling layer, which downsam-

ples the image to decrease the computational load. 

Finally, the fully connected layer is responsible for gen-

erating the ultimate prediction. The network refines its filters 

through the process of backpropagation and gradient descent 

to learn the most effective patterns. 

 

 

 

 

 

 

 

Fig. 5 Simple CNN architecture [45] 

Tripathi et al. [46] presented a comprehensive survey of 

current convolutional neural network (CNN)-based methods 

for crowd behavior analysis. The author has reviewed more 

than 100 research papers based on the topic and concluded that 
CNN-based approaches are poised to lead future investiga-

tions in the realm of crowd analytics. The main aim of the sur-

vey was to achieve real-time and accurate visual surveillance 

of the crowded place to assist law enforcement. In this re-

search, an attempt was made to introduce a lightweight CNN 

model capable of generating efficient results in minimal time. 

In the future, the model is planned to be embedded in a device 

that will detect abnormalities and notify authorities in a very 

short time.  

4. Existing Datasets for Crowd Analysis 
In this section, the discussion will cover various crowd-

related video datasets. Datasets are used to evaluate the per-

formance of crowd behavior analysis algorithms. Many prior 

studies have acknowledged shortcomings in their research, in-

cluding inadequate datasets, insufficient image quantities, 

challenges in image labeling, limited classifier options (often 

just two or a restricted set), and a lack of specific evidence in 

emotion and behavior labeling. 
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Table 2 shows the list of various datasets available in the 

public and private domain with various properties. The details 

are collected from the [4], the comprehensive review paper 

which has presented an in-depth review of crowd behavior 

analysis and its applications. The table also includes the live 

streaming available for surveillance.   

Datasets listed in the survey paper and other research top-

ics, in conclusion, while there are existing datasets for crowd 

abnormal behavior analysis, it is evident that there are still no-

table gaps and challenges that need to be addressed. The cur-

rent datasets vary in terms of size, diversity, and quality, lead-

ing to limitations in the robustness and generalization of mod-

els trained on them. To enhance the accuracy and efficiency, 

a more comprehensive and standardized dataset for the 

crowd’s abnormal behavior is needed. 

5. Adoption of MED (Motion Emotion Dataset) 

and Preprocessing  
In the previous section, insights regarding the various 

crowd-related datasets are identified and studied. Researchers 

have applied their proposed model to these datasets to verify 
their work. According to previous research work, people fo-

cused on identifying the abnormality in the video sequence. 

So, in the end, they were able to classify two classes: normal 

events and abnormal events. In very little research, the emo-

tional and behavioral characteristics of the crowd were identi-

fied. The state-of-the-art train and test datasets are mostly clas-

sified into normal and abnormal images or videos. Sad, Cry, 

and Happy such kind of emotions and Congested, Normal, and 

panic kind of behavior need to be labeled in the datasets in 

order to get more detail on the current crowd situation. 

Our objective in doing this research is to categorize the 

crowd according to their emotions and behavioral traits. 

Therefore, the Motion Emotion Dataset (MED) Dataser has 

been embraced, which was released in 2016 by Haddadnia et 
al. [47]. The Motion Emotion Dataset (MED) is a comprehen-

sive collection designed to capture the nuances of human emo-

tions through motion and behavior. Comprising annotated vid-

eos portraying a wide spectrum of emotional states, MED of-

fers researchers a rich resource for investigating affective 

computing and human behavior analysis. With its diverse 

range of human movements and expressions, the dataset aims 

to facilitate advancements in emotion recognition algorithms 

by providing ground truth labels for various emotional cate-

gories, including joy, sadness, anger, surprise, and more. 

MED covers a broad array of scenarios, encompassing both 

individual and group interactions to capture the complexities 
of social dynamics in emotional expression. This diversity en-

ables researchers to develop and evaluate emotion recognition 

models in dynamic contexts, fostering deeper insights into hu-

man-computer interaction and emotional understanding. 

Accessible and well-documented, the Motion Emotion 

Dataset stands as a valuable asset for the research community, 

driving progress in the understanding of emotions through 

motion. The dataset is available for download from [55], and 

the author published the frame annotation as well a total of 31 

videos of approx. Length 1-2 min can be downloaded from the 

above mentioned link.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Sample images from well-known datasets [4] 
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The author has annotated the frames of videos; for 

example, video01(1,1:1175)=6, which indicates that in 

video01, frames from 1 to 1175 belong to the number 6 

emotion category that is Neutral. For behavior, 0:nothing, 

1:Panic, 2:Fight, 3:Congestion, 4:Obstacle or abnormal object, 

5:Neutral total 6 classes are categorized. Similar way for 
Emotion, 0:nothing, 1:Angry, 2:Happy, 3:Excited, 4:Scared, 

5:Sad, 6:Neutral classes are categorized. Mounir Bendali-

Braham et. al. [4] presented survey paper, in which the 

Datasets for the  Crowd behavior along with crowd emotion 

and Crowd Anomaly detection are provided. The author has 

gone through the dataset starting from the year 2009 to 2019, 

along with the few live streaming available on the Internet. 

5.1. Preprocessing of Dataset 

The MED Dataset is downloaded from the above men-

tioned link. The folder contains the list of labels, 31 videos, 

and two files containing the frame no and its class name map-

ping. Following are some details of the dataset. 

Table 1. Annotation names and numbers for each frame 

Behavior Emotion 

(Total 6 Classes) (Total 7 Classes) 

0: Nothing 0: Nothing 

1: Panic 1: Angry 

2: Fight 2: Happy 

3: Congestion 3: Excited 

4: Obstacle or Abnormal  

    Object 
4: Scared 

5: Neutral 5: Sad 

 6: Neutral 

 

Number of Videos in Dataset : 31 videos  

Frame Size  : 480 (Height)  X   854 (Width)    

Frame Rate : 30 fmps 

Video wise frame annotation is provided along with the 

dataset in the following way 

video01 = zeros(1,1680); 

video01(1,1:1175)=6; 
video01(1,1176:1515)=3; 

video01(1,1516:1600)=4; 

video01(1,1601:end)= 0; 

emotionlabels{1} = video01; 

Algorithm: 

Video Vi will be divided into Fi frames 

Fi = ∑ (Vi) 

Datset_Labeli = Range(X : Y) ,  

X is the start of the class, and Y is the end frame number of 

the class 

∑Li =∑ Fi (D_Li) 

Start: 

1. Divide the videos in frames and keep them in the folder as 

the video name 

2. As per the annotation, put the frames into their class label 

folders to generate a training dataset and maintain 80%  

3. From each class, 20% of validation frames are to be copied 
to the validation folder after shuffling the frames/images.    

4. Steps 1-3 are to be followed for all 31 videos.  

End: 

After completion of the preprocessing steps, train and 

valid folders are generated for each class for the Behavior and 

the Emotion. Table 2 shows the image-wise count for each la-

bel. 

6. Proposed Methodology and Implementation 
After the preparedness of the dataset, the CNN model is 

applied to the dataset for the train and test set. In which 80% 

of the images were used for training and 20% for testing. Here 

is the proposed method in which to train the 2D CNN model 

on MED Dataset. This is considered as our supervised ap-

proach.  

This paper presents an approach to the CNN model for 

feature selection of the crowd based on emotion and behavior 

classes, as illustrated in Figure 7. The architecture of the 2D 

CNN model is shown in Figure 7. 

Table 2. Number of images in each labeled class after preprocessing 

Emotion Behavior 

Train: Train: 

Happy → 1991          Congestion → 2379         

Excited → 3802 Obstacle → 6380 

Sad→1155          Neutral → 26029 

Scared → 2167 Fight → 4469 

Neutral → 25476 Panic → 1991 

Angry → 5752 Nothing → 4040 

Nothing → 3974 Total Images: 45288 

Total Images: 44317  (6 Classes) 

(7 Classes)   

Test (Validation) : Test (Validation) : 

Happy → 400                 Congestion → 476 

Excited → 761 Obstacle → 1276 

Sad → 231 Neutral → 5206 

Scared → 435 Fight → 894 

Neutral → 6000 Panic → 400 

Angry →1150 Nothing → 808 

Nothing →800 Total Images: 9060 

Total Images: 9777   
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Fig. 7 Lightweight 2D CNN architecture 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Proposed architecture of crowd abnormality detection 

The RELU activation function is applied to change nega-

tive values to 0, which will remove unnecessary features. A 

total of 4 CNN layers are used in the proposed architecture. 

In the proposed lightweight 2D CNN architecture, the in-

put images are initially applied for the convolution for feature 

extraction.  

6.1. Implementation 

Anaconda open-source package and environment manage-

ment system are used to implement the proposed architecture 

using Python 3.11. Anaconda Navigator comes with a Jupyter 

Notebook that is used for batch execution and editing. Python 

libraries for Keras are used for various functions.  
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During the experiment, the size of the image was con-

verted to 168 (Height) X 300 (Width). The experiment was 

executed on a Dell POWEREDGE R740 server with NVIDIA 

Tesla V100 32G Passive GPU, 2 Nos x Intel Xeon Gold 5118 

2.3G, and 4 Nos x 32GB RDIMM 2666MT/s Dual Rank RAM.  

In addition, as part of the experiments, different Hyperpa-
rameters are applied to achieve efficient results. The hyperpa-

rameter, epoch = 10, Learning Rate = 0.0001, Batch Size = 32, 

Kernel Size = 3 X 3 and Adam optimizer, along with early 

stopping, are set for both emotion and behavior datasets. The 

approximate training time was between 8 to 9 hours for both 

datasets on the High End GPU. 

7. Results, Validation and Discussion 
After the execution, the proposed model with the param-

eters mentioned above is able to achieve a Testing Loss: 

0.0226 - Testing Accuracy: 99.03% - Validation Loss: 0.0143 

and Validation Accuracy: of 99.18% for the emotion dataset.   

For the Behavior dataset, Testing Loss: 0.0484 -Testing 

Accuracy: 96.95% - Validation Loss: 0.0450 - Validation Ac-

curacy: 97.22% are achieved. 

To validate the CNN model, a confusion matrix was gen-

erated using the trained model for both the emotion and be-

havior datasets. A confusion matrix is a performance measure-

ment for machine learning classification problems where the 
output can be two or more classes. It is a table with four dif-

ferent combinations of predicted and actual classes, and it is 

often used to understand the performance of the classification 

algorithm.  

Each cell in the confusion matrix represents the counts or 

percentages of instances where the predicted class matches or 

differs from the actual class. Figure 11 indicates the confusion 

matrix for the emotion dataset. For each class, almost all the 

validation images are truly classified. In the case of neutral, 54 

images are wrongly classified as angry. 

  Figure 12 indicates the confusion matrix for the behavior 

dataset. For each class, almost all the validation images are 

truly classified, whereas, in the case of neutral, 182 images are 

wrongly classified as obstacles. The reason for the wrong clas-

sification is that those images are wrongly labeled in the MED 

dataset. 

The results of the proposed lightweight model are com-

pared with other state-of-the-art architectures applied to the 

MED dataset. Table indicates the comparison of our light-

weight 2D CNN model with other state-of-the-art models. In 

the last row, we can see significant improvement in the accu-

racy.  

In addition, we have also achieved 99.03% accuracy on 

the emotion dataset, which has not ever been experimented 

with. As per Table 3, Rabiee H, Haddadnia et al. [47] proposed 

the novel dataset MED and applied the different approaches. 

The models 3DCNN, V3G, C3D, Dense Trajectories, CNN, 

and Cognitive deep model applied to the MED dataset had 

High Computational complexity [47, 50, 51, 52, 54]. SVM and 

AlexNet models had Medium Complexity. Our proposed 

model gives optimum efficiency with Low Complexity. To 

enhance the precision of our models, the hyperparameters with 

both the Adam and SGD optimizers on both Emotion and Be-
havior datasets are applied. 

 

 

 

 

 

 

 

 

 

Fig. 9 Graph for emotion dataset 
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Fig. 10 Graph for behavior dataset 

 

 

 

 

 

 

 

 

 

Fig. 11 Confusion matrix for emotion dataset 

The systematically experiment with different combina-

tions of learning rates, batch sizes, and numbers of epochs on 

our proposed architecture to thoroughly explore their impact 

on performance and attain comprehensive results. The early 

stopping and learning weight from the previously trained 

model is applied to gain good accuracy. For the experiment, 

batch sizes 16, 32 and 64 are considered with a learning rate 

of 0.01, 0.001 and 0.0001 and a number of epochs are taken 

15.  

In experiments performed on the Emotion Dataset, the 
best results were a testing accuracy of 99.16% and validation 

accuracy of 99.37%, achieved for Batch size 64 learning rate 

of 0.0001 and a number of epoch are 15 without early stopping. 

For the remaining parameters, it stopped early on about 5, 6, 

9, 11, etc, epoch. The same experiment was carried out on the 

Behavior dataset. The best results were a testing accuracy of 

97.19% and a validation accuracy of 97.29%, achieved for 

Batch size 64 learning rate of 0.0001 and the number of epochs 

are 15 without early stopping. With regards to the behavior 

dataset as well, the model terminated prematurely, achieving 

less than the highest percentage of accuracy.  

The SGD optimizer was also applied with the proposed 

model with batch size 32, learning rate 0.001 and number of 
epoch 15. As a result, it stopped early after 6 epochs. Training 

accuracy was 94.04%, and testing accuracy was 29.69%. 
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Fig. 12 Confusion matrix for behavior dataset 

Table 3. Comparison of the proposed model with another state-of-the-art model 

Ref. Type Dataset Model Type Accuracy (%) 

[47] Histogram of Optical Flow (HOF) MED SVM 37.69 

[47] Tracklet MED SVM and k-NN 38.17 

[47] Motion Boundary Histogram (MBH) MED SVM 38.8 

[50] Automated MED 3DCNN 34.05 

[50] Automated MED V3G 36.99 

[50] Automated MED C3D 51.22 

[51] Automated MED Dense Trajectories 43.64 

[52] Automated MED CNN 71.7 

[53] Automated MED 3DCNN 90.91 

[54] Automated MED Cognitive deep model 93.82 

[43] Automated MED Tracking and AlexNet 94.13 

Proposed Automated MED Light Weight CNN Model 97.22 

 

8. Conclusion and Future Scope 
In this study, we have explored the application of a light-

weight CNN model for crowd behavior analysis on the Motion 

Emotion Dataset (MED). Our investigation aimed to address 

the challenges of computational complexity often associated 

with deploying deep learning models in crowd analysis tasks, 

particularly in real-world scenarios where computational re-

sources are limited. 

By employing a meticulously crafted lightweight CNN 

structure, we have showcased encouraging outcomes in tasks 

related to analyzing crowd behavior and emotion. The evalu-

ation of the proposed approach showcased competitive perfor-

mance on the MED dataset while maintaining reduced com-

putational overhead compared to more complex CNN archi-

tectures in addition to the significant accuracy.  

The proposed model is optimized by applying various hy-

per-parameter, and it concludes that, it gives 99.37% accuracy 

with ADAM optimizer with 64 batch size and 0.0001 learning 

rate. It did not perform well with the SGD optimizer. Overall, 

our findings underscore the significance of leveraging light-

weight CNN models for crowd behavior analysis, offering 
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scalable and efficient solutions for real-world deployment. Fu-

ture research directions may involve further optimization of 

the lightweight architecture, exploration of additional datasets, 

and integration of multi-modal data sources to enhance the ro-

bustness and applicability of crowd analysis systems in vari-

ous domains. 
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