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Abstract - This paper concentrates on two problems in controlling the 8/6-type Switching Reluctance Motors (8/6-type       SRMs 

or SRMs for short) in the presence of unknown external disturbances and uncertain factors. The first is studying the stabilization 

problem for SRMs’ rotational speed, and the other is the disturbance rejection. The stabilization issue for SRMs’ velocity is 

known as steering the rotational speed to be stable at the desired value, which is chosen arbitrarily, while disturbance rejection’s 

primary mission is to eliminate external disturbances that harm SRMs’ control performance. The first problem is handled by 

Dynamic Surface Control (DSC), in which the Low-Pass Filter (LPF) is integrated into the control scheme to perform the 

derivative operation of virtual control signals. This feature helps to reduce the computational burden and avoid the undesired 

phenomenon called "explosion of terms". The external disturbances presenting during the SRMs’ operation are compensated via 

an online training Radial Basis Function (RBF) neural network. The control cooperation regime between the DSC and the 

proposed neural network for uncertain SRMs lifts the control performance compared to the traditional DSC. The effectiveness 

of contributions and control schemes is demonstrated through impressive mathematical proofs and numerical simulation 

platforms.  
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1. Introduction  
The 8/6-type Switched Reluctance Motors (8/6-type 

SRMs or SRMs for short) are a type of motor that has received 

much attention in recent years because of its outstanding 

advantages such as low manufacturing cost, long life and 

being less influenced by environmental temperature. 

However, SRMs still have some disadvantages during 

operation, such as large torque ripples, loud vibrations, and 

difficulty controlling them. These disadvantages are the main 

motivation for us to study scientific works related to the 

subject of SRMs. Research on SRMs in recent years has 

mainly focused on improving the quality of SRMs through 

two approaches: modelling SRMs with higher accuracy [1-3] 

and proposing new control strategies for SRMs’ torque and 

rotational speed [5, 6, 8-12]. Regarding the first topic, papers 

[2, 3] have fully and detailedly studied the structure of SRMs, 

each part's functions, and the iron core's magnetization 

properties. Following this approach, Rigatos and his 

colleagues proposed a new engine model of SRMs in their 

work [1] in which the switching processes of semi-conductors, 

leading to the continuous high-frequency harmonics, have 

been integrated into the electro-mechanical model of the 

SRMs. Although the switching process of each phase in [1] is 

assumed to be instantaneous, meaning when one switch opens, 

another switch immediately closes, this is also a significant 

contribution in the context of previous works, where the 

authors only consider the separate activities of each phase [2], 

[3] and evaluating SRMs’ operation during one phase open. 

Comprehensively considering the instantaneous switching 

process of 4 phases ensured the phase-mismatch phenomenon 

cannot happen, recognized as a harmful phenomenon in 

controlling motors and power electronic systems [3], may 

result in the loss of synchronization or damage in SRMs 

motor. The work of Rigatos [1] inspires this paper to construct 

a new strategy to address the uncertain dynamics presented in 

SRMs’ operation, such as external disturbance. Regarding the 

second direction, direction mainly includes two main research 

topics, which are focusing on controlling the SRMs’ rotational 

speed at desired values [5, 6, 8–11], so-called control problem 

stability, and improving output torque quality [14–16]. The 

control algorithms researched and applied to SRMs are 

relatively diverse, from linearised control techniques [1] to 

methods of the nonlinear class [8, 9] or persistent nonlinearity 

[5, 6]. The prominent methods among them are sliding control 
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techniques [5, 6, 11, 12] and Backstepping control 

techniques [9, 8–10]. Both sliding control and backstepping 

control require mathematical models of SRMs with full 

mathematical equations representing the electrical-

electromagnetic connection to design the controller 

successfully. However, due to the characteristics of switched 

reluctance motors, each method has its own advantages and 

disadvantages. The sliding controller has been studied in 

works [5, 6, 11, 12]. In work [5], the sliding surface used has 

a linear constant coefficient form and is combined with a 2-

position relay stage to implement the speed control law. With 

the goal of completely eliminating overregulation while 

maintaining the control structure's sustainability, in [6], the 

author proposed using the second-order sliding technique 

(SO-SMC) applied to SRMs. In particular, the control signal 

is also separated into two components (quasi-model and 

sliding), and the sliding surface used has a similar linear shape 

[5].  

Although works on sliding control [5, 6, 11, 12] have 

achieved improvements and have certain advantages, no work 

has been able to avoid (or chattering at both engine speed and 

output torque. When considering the motor structure, it is 

shown that during the process of sequential switching between 

phases, due to the approximate assumption that the phases 

open and close instantaneously, the power conversion phase 

circuit itself is inherently generated. Immensely strong pulsing 

effect on output torque. If the pulsation phenomenon caused 

by the chattering effect of sliding control is added, the 

vibration amplitude and frequency will be extremely large [5, 

6]. This causes load instability, imbalance in mechanical 

properties and an unpleasant noise when the engine operates. 

 Based on the inheritance of the nonlinear mathematical 

model of SRMs from the work [1], the Backstepping control 

method has been proposed to stabilize the speed for SRMs [7], 

[8– 10]. With the particularity of the method being applied 

specifically to the class of strictly feedback nonlinear systems, 

the classic Backstepping algorithm in [7] has been applied to 

SRMs by synthesizing the electrodynamic model for phase 

currents with the rotor’s mechanical rotation. Therefore, the 

results in [7] show that the motor speed is stable and smooth 

at the set value. The Backstepping technique is also used in [5] 

in combination with a disturbance observer to give the control 

scheme adaptability in addition to stability.  

Applying the Backstepping control algorithm can 

generally eliminate high-frequency vibration in both the 

control signal and the output circuit torque. But this comes at 

the expense of the sustainability of the closed system. 

Regardless of whether a disturbance hits the system, the 

quality of speed stability control given by Backstepping will 

be significantly affected. This has been proven in the work [7]. 

In addition,   it must be added that the phenomenon of 

pulsation due to high-order harmonics of the switching 

process cannot be eliminated with the Backstepping 

technique. For the switching process, high-frequency 

harmonics generated by the continuous transition of the four 

phases reduce the control quality, leading to instability of the 

closed-loop system in bad cases. Therefore, this paper 

proposes a new solution to eliminate this undesired 

phenomenon: integrating a low-pass filter into the 

Backstepping controller. A Low-Pass Filter (LPF) not only 

has the effect of removing high frequencies but also has the 

ability to avoid the “explosion of terms” in calculating the 

derivative of the virtual control signal at intermediate steps, 

which significantly simplifies the virtual signal. A 

backstepping controller combined with a low-pass filter is 

called a Dynamic Surface Control (DSC).  

The DSC method was used to design a controller for 

nonlinear SRMs affected by disturbances and has proven its 

suitability. The stability of the closed-loop control system is 

shown in the process of synthesizing the control law based on 

the Lyapunov criteria. This method is dominant when the 

system is affected by high-frequency disturbances, so it is 

suitable for SMR because SMR works in switching mode 

when operating. That is the primary contribution of this 

paper. To mitigate the impact of external disturbances, such as 

random white noise, that can adversely affect system 

performance, this paper proposes the application of the Radial 

Basis Function (RBF) as a tool to estimate and counteract 

unwanted environmental noise.  

The RBF is widely recognized for its effectiveness in 

approximating uncertain or unknown functions, making it a 

suitable choice for addressing the variability in environmental 

conditions that might otherwise degrade the performance of 

control systems (ref). Integrating the RBF into the control 

scheme of Switched Reluctance Motors (SRM) represents a 

novel approach that significantly enhances the adaptability of 

the closed-loop SRM system, allowing it to maintain optimal 

performance despite the presence of disturbances.   Moreover, 

the training function of the RBF network is derived from a 

Lyapunov function, which plays a critical role in ensuring the 

stability and convergence of the training process. By 

leveraging the Lyapunov function, the proposed system 

guarantees that the training procedure does not interfere with 

or degrade the stability of the motor's rotational speed. This 

integration not only improves the robustness of the control 

system but also ensures that the motor operates with high 

efficiency and precision under varying and unpredictable 

external conditions.  

This method thus offers a promising advancement in the 

field of motor control, particularly for systems operating in 

noisy or unstable environments.This paper is organized as 

follows: the second section is a place to declare the problem 

formulation. The main controller design is represented in the 

third section. The third section also gives the neural network 

technique for developing the disturbances estimator and the 

system stability analysis. The fourth section shows the 

effectiveness of contributions in a numerical simulation tool. 

The last section is the conclusion. 
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2. Problem Formulation 

Fig. 1 The diagram in SRM’s rotor and stator 

The SRM system studied in this paper has 8 poles in the 

stator and 6 poles in the rotor, as shown in Figure 1. Therefore, 

the SRMs studied here are also known as SRMs  8/6. 

Additionally, the SRMs have four independent phases where 

the supply voltages for each phase are denoted as 𝑢1, 𝑢2, 𝑢3 

and 𝑢4. The voltage supplied to each phase through the 

switching process is controlled by the operation of the Diode 

and IGBT. The current value in each phase is denoted by 

𝑖1, 𝑖2, 𝑖3 and 𝑖4 respectively. The position of the SRMs’ rotor 

is denoted by 𝜃(𝑡). The first derivative of 𝜃(𝑡)is �̇�(𝑡) = 𝜔(𝑡), 
which represents the rotation speed of the     SRM system. 

Although there are four phases in an SRM system, only one 

phase is supplied with voltage at a given time. The voltage 

inputs 𝑢1, i = 1, 2, 3, 4 are the input signals of the SRM system 

designed to make the rotation speed ω(t) stable at the desired 

value. The mathematical model of the system studied in [1] 

has the following form: 

{

𝑥1 = 𝑥2                                                     

𝑥2 = ∑ 𝑓𝑖(𝑥) + 𝑔𝑖(𝑥)𝑥𝑖+2 + 𝛿𝑖=1,2,3,4

𝑥𝑖+2 = 𝑝𝑖(𝑥) + 𝑞𝑖(𝑥)𝑘𝑖(𝑡)𝑢                 
          (1) 

Where the vector 𝑥 = (𝑥1   𝑥2… 𝑥6)
𝑇 , each element is     

𝑥1 = 𝜃, 𝑥2 = 𝜔, and 𝑥3,4,5,6 = 𝑖1,2,3,4. These nonlinear 

dynamic functions 𝑓𝑖(𝑥), 𝑔𝑖(𝑥), 𝑝𝑖(𝑥) and 𝑞𝑖(𝑥) are calculated 

in [1]. δ symbolizes the external disturbances and unknown 

factors. u is the input voltage signal, and 𝜏 > 0 is the time 

interval that the first phase is open. 𝑘1 is a switch that can only 

accept two values, 0 when the first phase is closed or 1 when 

the first phase is opened. The time-varying graphs of 

𝑘1, 𝑘2, 𝑘3, 𝑘4 are shown in Figure 2. Clearly, 𝑘𝑖 = 𝑘1(𝑡 − (𝑖 −
1)𝜏), 𝑖 = 2, 3, 4. The SRMs’   model in Equation (1) can be 

expressed as a time-delay nonlinear system with 𝑗 = 3, 4, 5, 6: 

 
Fig. 2 The time-varying graph of 𝒌𝒊(𝒕), 𝒊 = 𝟏, 𝟐, 𝟑, 𝟒 

{

𝑥1 = 𝑥2                                                                            

𝑥2 = ∑ 𝑓𝑖(𝑥) + 𝑔𝑖(𝑥)𝑥𝑖+2 + 𝛿                         𝑖=1,2,3,4

𝑥𝑖+2 = 𝑝𝑖(𝑥) + 𝑞𝑖(𝑥)𝑘1(𝑡 − (𝑗 − 3)𝜏)𝑢                   
  (2) 

Differentiating from both sides of 𝑥2, the mathematical 

model of the rotational speed 𝑥2 = 𝜔(𝑡) of the SRMs is 

rewritten as the following:  

{
 
 

 
 
𝜒1 = 𝜒2                                                                              

𝜒3 = ( ∑ 𝑔𝑖(𝑥)𝑞𝑖(𝑥)𝑘1(𝑡 − (𝑗 − 3)𝜏)

𝑖=1,2,3,4

)𝑢 + 𝑑

𝜒1 = 𝜔                                                                               

 

(3) 

(4) 

(5) 

Where 𝑑 is a lumped function representing all the 

unknown external disturbances and nonlinear factors. 

Utilizing the notes 𝐻 (𝑥, 𝑡 − 𝜏) = ∑ 𝑔𝑖(𝑥)𝑞𝑖(𝑥)𝑘1(𝑡 −𝑖=1,2,3,4

(𝑗 − 3)𝜏) is the lumped input gain function. Hence, the short 

presentation of the SRMs' model of rotational speed is: 

𝜒1 = 𝜒2        (6) 

𝜒2 = 𝐻 (𝑥, 𝑡 − 𝜏)𝑢 + 𝑑 n     (7) 

Remark 1. Although this system studied here is aspirated 

from the model proposed in [1], Rigatos et al. did not consider 

the undesired disturbances that existed during the SRMs’ 

operation, as well as methods for compensating them. Thus, 

the research question here is more general than the research 

problem in [1].  

Remark 2. Due to the instantaneous switching process of 

each phase, the SRM system provided here is considered a 

time-delay nonlinear system. The Dynamic Surface Control 

method proposed here is obviously more suitable for SRMs 

than the linearisation method proposed in [1].  

Remark 3. According to [1], 𝐻(𝑥, 𝑡 − 𝜏)𝑢 ≠ 0  for all 𝑡 ≥
0. This condition ensures the controllability of the SRMs at all 

times.  

3. Main Design  
In this paper, the design procedure of the proposed DSC 

is presented step-by-step for easier readability.  
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3.1. Dynamic Surface Controller Design  

Step 1 : Consider the first subsystem of the nonlinear and 

uncertain SRMs shown below:  

𝜒1̇ = 𝜒2            (8) 

Denote 𝜔𝑑 = 𝜔𝑑(𝑡) is the desired speed of the SRMs, 

and the tracking error 𝑒 = 𝜔𝑑 − 𝜔 = 𝜔𝑑 − 𝜒1 is the error 

between the SRMs’ speed and the reference value. The first-

order derivation of e can be calculated as follows:  

�̇� = 𝜔�̇� − 𝑥1 = 𝜔�̇� − 𝑥2 = 𝜔�̇� − 𝛼1 − 𝜑1         (9) 

In (9), we denote 𝜒2 = 𝛼1 + 𝜑1 where 𝛼1 is considered 

the virtual control signal and 𝜑1 = 𝜒2 − 𝛼1 is the error 

between 𝜒2 and 𝛼1. To make 𝑙𝑖𝑚𝑡→+∞𝑒(𝑡) = 0, using the 

candidate Lyapunov function 𝑉1 =
𝛾1

2
𝑒2, 𝛾1 > 0. 

Differentiating from both sides of the Lyapunov function V1 

given:  

𝑉1̇ = 𝛾1𝑒�̇� = 𝛾1𝑒(𝜔�̇� − 𝛼1) − 𝛾1𝑒𝜑1      (10) 

= 𝛾1𝑒(𝜔�̇� − 𝛼1 + 𝑐1𝑒) − 𝛾1𝑒𝜑1 − 𝛾1𝑐1𝑒
2  (11)     

Therefore, if the virtual control input 𝛼1 is chosen as:  

𝛼1 = 𝜔�̇� + 𝑐1𝑒      (12) 

Obviously, 𝛼1 is bounded. Then, the first-order derivation 

of the Lyapunov function 𝑉1 becomes:  

𝑉1̇ = −𝛾1𝑐1𝑒
2 − 𝛾1𝑒𝜑1       (13) 

Obviously, if 𝜑1 → 0, 𝑉1̇ → −𝛾1𝑐1𝑒
2 < 0 and 𝑒 → 0. 

Although it does not achieve 𝑉1 < 0 in the first step because 

of the term 𝛾1𝜑1𝑒, this term will be evaluated in the next step.  

 

Step 2 : (Key step) The mission of this step is to steering       

𝜑1 = 𝜒2 − 𝛼1 → 0. If 𝜑1 → 0, 𝜒1 → 𝜔𝑑 according to the first 

step. To do this, consider the second subsystem of the 

nonlinear and uncertain SRMs shown below:  

𝜒2̇ = 𝐻(𝑥, 𝑡 − 𝜏)𝑢 + 𝑑      (14) 

Where d is the unknown factor. Using the second 

candidate, the Lyapunov function as follows:  

𝑉2 = 𝑉1 +
𝛾2

2
𝜑1
2 =

𝛾1

2
𝑒2 +

𝛾2

2
(𝑥2 − 𝛼1)

2       (15) 

Because, 𝜑1 = 𝜒2 − 𝛼1 it can deduce that 𝜑1̇ = 𝜒2̇ − 𝛼1̇. 

Differentiating from both sides of Equation (15) and utilizing 

Equations (13), (14) yields:  

𝑉2̇ = (
−𝛾1𝑐1𝑒

2 − 𝛾1𝑒𝜑1 +

+𝛾2𝜑1(𝐻(𝑥, 𝑡)𝑢 + 𝑑 − 𝛼1̇)
)         (16) 

= (−𝛾1𝑐1𝑒
2 − 𝜑1 (

𝛾2𝐻(𝑥, 𝑡 − 𝜏)𝑢 +
+𝛾2𝑑 − 𝛾2𝛼1 − 𝛾2𝑒

))  (17)   

To avoid the ”explosion of terms” phenomenon when 

derivating the virtual control input 𝛼1, this paper proposes 

using an LPF with a small time parameter to estimate the first-

order derivation of α1. The LPF used here is a linear-time-

invariant (LTI) system whose state is denoted by 𝑧1, input is 

𝛼1 and the mathematical model is expressed as:  

𝑇𝑓𝑧1̇ + 𝑧1 = 𝛼1      (18) 

Because system (18) is LTI, whose input 𝛼1 is bounded, 

it can be deduced that 𝑧1  is also bounded. Therefore, if  

choosing the time parameter of the filter 𝑇𝑓   to be small      

enough, the below estimation is held according to [19]:  

𝛼1 ≈ 𝑧1          (19) 

⇒ 𝛼1̇ = 𝑧1̇ =
𝛼1−𝑧1

𝑇𝑓
+ 𝜖 = 𝑓(𝛼1) + 𝜖   (20) 

Where 𝜖 > 0 is the estimation error of the utilized filter. 

From (16), 𝑉1 becomes:  

𝑉2̇ = [
−𝛾1𝑐1𝑒

2 + 𝜑1𝛾2𝐻(𝑥, 𝑡 − 𝜏)𝑢 +

+𝜑1𝛾2𝑑 − 𝜑1𝛾2(𝑓(𝛼1) + 𝜖) −
−𝜑1𝛾1𝑒                                           

]        (21) 

Due to the unknown factor d and 𝜖, if the control signal u 

is designed as follows:  

𝑢 =
𝛾2(𝑓(𝛼1)+𝛾1𝑒−𝑐2𝜑1−𝑏1𝑠(𝜑1)−𝛾2�̂�

𝛾2𝐻(𝑥,𝑡−𝜏)
     (22) 

Where �̂� is the estimation value of the unknown distance 

d. Noting that 𝜑1𝑠𝑖𝑔𝑛(𝜑1) = 𝑠𝑖𝑔𝑛
2(𝜑1)|𝜑1| = |𝜑1| Then, the 

first-order derivative Lyapunov function 𝑉2 becomes: 

𝑉2̇ = −𝛾1𝑐1𝑒
2 − 𝑐2𝜑1

2 − 𝑏1|𝜑1| + 𝛾2𝜑1�̃� = 𝛾2𝜑1𝜖      (23) 

≤ 𝛾1𝑐1𝑒
2 − 𝑐2𝜑1

2 + 𝛾2𝜑1�̃� + (𝛾2𝜖 − 𝑏1)|𝜑1|       (24) 

≤ 𝛾1𝑐1𝑒
2 − |𝜑1|(𝑐2|𝜑1|) − 𝛾2�̃� + (𝛾2𝜖 − 𝑏1|𝜑1|)    (25) 

Where 𝑑𝑚 = 𝑠𝑢𝑝𝑡≥0𝑑(𝑡) > 0 is the upper boundary of the 

lumped disturbance 𝑑, �̃� = 𝑑 − �̂� and 𝑏1, 𝑐2 > 0. 

 

Hence, if parameter b1 is chosen such that it satisfies 𝑏1 >
𝛾2𝜖, there always exists a positive real number 𝜆 such that:  

𝑉2 ≤ −𝛾1𝑐1𝑒
2 − |𝜑1|(𝑐2|𝜑1| − 𝛾2|�̃�|) − 𝜆|𝜑1|    (26) 

From (26), the error 𝜑1 = 𝜒2 − 𝛼1 is always attracted in 

an invariant neighbourhood: 

𝐷 = {𝜑1 ∈ ℝ||𝜑1| <
𝛾2|�̃�|

𝑐2
}    (27) 

And for all 𝜑1 ∈ 𝐷, there always exists a number 𝛽 > 0 

such that 𝑉2̇ becomes:  

𝑉2̇ ≤ −𝛾1𝑐1𝑒
2 − (𝛽 + 𝜆)|𝜑1| < 0     (28) 

Therefore, it always has 𝑙𝑖𝑚𝑡→+∞𝜑1(𝑡) = 𝑐2
−1|�̃�| and 

𝜒1 = 𝜔 goes to the neighbourhood of the desired speed 𝜔𝑑. 

The final task is to determine the updated law for 
 
�̂� to make 

the minus (d − d̂) minimizing.  
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Remark 4. It can miniature the limitation 

limt→+∞φ1(t) = c2
−1γ2|d̃| via selecting 𝑐2  to be  𝑐2

−1𝛾2|�̃�| →

0  when 𝑐2 → ∞. However, the trade-off for this selection is the 

larger value of the control signal u shown in (22).  

Remark 5. The condition b1 > γ2ϵ 
is sufficient for 

ensuring the stability of the closed-loop system. Nevertheless, 

due to the unknown filter’s error ϵ, the easiest way to satisfy 

b1 > γ2ϵ is choosing the parameter b1 to be larger enough. 

But similar to c2, selecting a large value for b1 can make the 

control signal u  more "chattering".  

Remark 6. Thank to the �̂� term in the control signal u in 

(22), the miniature for the invariant set (27) is performed by 

only choosing large 𝑐2. Otherwise, the condition (27) becomes 

|𝜑1| = 𝑐2
−1𝛾2|𝑑| and adjusting for c2 to be large has not yet 

been made 𝑙𝑖𝑚𝑡→+∞𝜑1(𝑡) to go to the small neighbourhood of 

the origin because of the limitation |𝑑| is maybe not bounded 

or small. If 𝜑1(𝑡) does not go to zero or a small enough 

neighbourhood of the origin, it can not make 𝜔 → 𝜔𝑑. That is 

a significance of the estimation term �̂� for lumped disturbance 

added to the controller u in (22).  

3.2. Disturbance Compensation  
This section is the next step in designing the  

disturbance compensation-based DSC controller. 

Step 3 : The architecture of the used neural network.  

The Radial Basis Function (RBF) neural network is 

known as an effective tool for dealing with all uncertain 

factors and unknown disturbances that exist undesirably in a 

controlled closed-loop system. This reputation springs from 

the capacity to estimate unknown functions f(.) with an 

arbitrarily small error [17]. In the context of this paper, an 

RBF neural network is utilized to estimate the unknown term 

d. The utilized RBF network here includes 3 layers: input, 

output and hidden layer. There are N neurons in the hidden 

layer, and the ideal weight matrix of the network is 

characterized by 𝑊 ∈ ℝ𝑁x1 which satisfies ||𝑊|| ≤ 𝑊0. The 

relationship between d and W is assumed as follows:  

𝑑 = 𝑊𝑇Φ(𝜒1, 𝜒2) + 𝜀        (29) 

In (29), ε is the estimation error of the neural network 

satisfying ||𝜀|| ≤ 𝜀∗. The designed neural network has 𝜒1, 𝜒2 

as the input and its output is the estimated value   �̂�(. )  of d(.). 

It is calculated as the following [20]:  

�̂� = �̂�𝑇Φ(𝜒1, 𝜒2)       (30) 

Where �̂� is the estimated weight. In (29) and (30), 

Φ(𝜒1, 𝜒2) = 𝑐𝑜𝑙(Φ𝑖(𝜒1, 𝜒2)), 𝑖 = 1,2, … , 𝑁 symbolized the 

activation function, which is determined by:  

Φ(𝜒1, 𝜒2) =

𝑒𝑥𝑝(−
||𝜒1−𝑐𝑖||

2

𝑏𝑖
)+𝑒𝑥𝑝(−

||𝜒2−𝑐𝑖||
2

𝑏𝑖
)

∑ 𝑒𝑥𝑝(−
||𝜒1−𝑐𝑗||

2

𝑏𝑗
)+𝑒𝑥𝑝(−

||𝜒2−𝑐𝑗||
2

𝑏𝑗
)𝑁

𝑗=1

              (31) 

From (30) and (22), the disturbance compensation-based 

DSC through the neural network is expressed as follows: 

�̂�1 = [
𝛾2𝑓(𝛼1) + 𝛾1𝑒 − 𝑐2𝜑1 −             

−𝑏1𝑠𝑖𝑔𝑛(𝜑1) − 𝛾2�̂�
𝑇Φ(𝜒1, 𝜒2)

]         (32) 

 �̂� =
𝑢1

𝛾2𝐻(𝑥,𝑡−𝜏)
            (33) 

Then, determining the updating law for minimizing  

(𝑑 − �̂�) means finding the online training rule for �̂� such that 
�̂� → 𝑊. This task is performed via a Lyapunov function 

defined in the final key step.  

Remark 7. It would like to note that several neural 

network architectures have been developed recently [21]. 

Nevertheless, the main task in control engineering is 

stabilizing the system states, and the RBF utilized here with a 

simple structure and the less number of neurons in the hidden 

layer facilitates the application of the real world and saves 

computational memory.  

Step 4 : (Key step) Designing the online training rule for the 

network’s weight  

To design the training rule for �̂�, using the candidate 

Lyapunov function:  

𝑉3 = 𝑉2 +
𝛾

2
�̃�𝑇𝐹−1�̃�         (34) 

Where 𝛾 > 0, �̃� = 𝑊 − �̂�  and �̇̃� = −�̇̂�. Assuming 

that the controller’s parameter b1 is satisfied the condition 

. Differentiating from both sides of (34) and using 

the Equation (26) yield:  

�̇�3 ≤ �̇�2 + 𝛾�̇�
𝑇𝐹−1�̃�      (35) 

≤ 𝛾1𝑐1𝑒
2 − 𝛷1(𝜑1) + 𝛾2𝜑1�̃� + 𝛾�̃�

𝑇𝐹−1�̇̃�    (36) 

Where Φ1(𝜑1) = 𝑐1𝜑1
2 + 𝜆|𝜑1| > 0 and noting that  

from Equations (29), (30):  

�̃� = 𝑑 − �̂� = (𝑊 − �̂�)
𝑇
ϕ(𝜒1, 𝜒2) + 𝜀 

      = �̃�𝑇ϕ(𝜒1, 𝜒2) + 𝜀            (37) 

Substituting Equation (37) into (36) gives:  

�̇�3 ≤ [
−𝛾1𝑐1𝑒

2 − 𝜆|𝜑1| − |𝜑1|(𝑐2|𝜑1| − 𝛾1𝜀
∗) +

+�̃�𝑇𝛾2𝜑1ϕ(𝜒1, 𝜒2) − 𝛾𝐹
−1�̇̂�                      

]  (38) 

Therefore, from Equation (38), if the estimated weight 

is updated as the following: 

�̇̂� = 𝛾−1𝛾2𝐹ϕ(𝜒1, 𝜒2)𝜑1       (39) 

Then the error 𝜑1 = 𝜒2 − 𝛼1 is always attracted in an 

invariant neighbourhood:  

𝐷∗ = {𝜑1 ∈ ℝ||𝜑1| < 𝑐2
−1𝛾2𝜀

∗}    (40) 

1 2b   ò

Ŵ
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Fig. 3 The control scheme of the DSC controller with disturbance 

rejection 

And the larger the parameter c2 is, the smaller the 

neighbourhood D* is. Finally, the cooperation control scheme 

between the DSC controller and the disturbance estimator is 

shown in Figure 3. 

4. Numerical Simulation 
The effectiveness of the proposed control strategy will be 

verified through simulation on Mat-lab/Simulink with two 

scenarios and compared with the traditional DSC method. The 

parameters of the SRMs are given in [1] and listed as: 

𝐽 = 9.68x103(𝑘𝑔/𝑚2), B = 0.21, R = 0.05 (Ω) 

𝑙 = 2(𝑚), 𝛼 = 1.5x10−3(𝐻), 𝑏 = 1.364x10−3(𝐻) 

The parameters for the DSC controller are 𝑐1 = 1, 𝑐2 =
3, 𝛾1 = 𝛾2 = 𝛾3 = 𝛾 = 1,𝑁 = 20, 𝐹 = 𝑑𝑖𝑎𝑔(40,41, … ,59). 
The time parameter for LPF is chosen as 𝑇𝑓 = 0.025(𝑠) 

Scenario 1 : Verify the disturbance rejection performance  

Remark 6 emphasizes that the control performance is so 

much affected by the estimation results of lumped disturbance 

d. 

Thus, it is necessary to verify the estimation result �̂� 

before validating the rational speed’s control process, the 

lumped disturbance d is assumed to be the bandwidth white 

noise and pulse noise whose amplitude is up to ±100. The 

simulation result is shown in Figure 4 and Figure 5. As can be 

seen from Figures 4 and 5, the estimated disturbance  �̂� tracks 

to the real lumped disturbance d in a short interval. This 

convergence completely satisfies the Lyapunov function and 

online training rule for the RBF neural network presented in 

section 3.2. It needs to be emphasized that it is not necessary 

to make �̂� = 𝑑, that the proposed disturbance estimator made 

�̂� → 𝑑 is enough to help out that the disturbance rejection-

based DSC controller steered the SRMs' speed when the errors 

are small enough. 

 
Fig. 4 Estimation disturbance performance with the pulse noise 

Fig. 5 Estimation disturbance performance with the white noise 

This feature reaffirmed the effectiveness of the 

cooperation control scheme. Thanks to the disturbance 

compensation of the neural network, all the unknown and 

uncertain factors are rejected; thereby, the control 

performance is improved. It will be shown in the next 

scenario.  

Scenario 2 : Verify the ability to stabilize the rotational  

speed at desired values  

In this scenario, the desired speed for SRMs is defined as:  

𝜔𝑑 = {
15[𝑟𝑎𝑑/𝑠], 𝑖𝑓     𝑡 ≤ 20𝑠

10[𝑟𝑎𝑑/𝑠], 𝑖𝑓     𝑡 > 20𝑠
         (40) 

This scenario will compare the effectiveness of the 

proposed DSC controller in stabilizing SRMs’ rotational 

speed to that of the DSC-only controller and Backstepping 

controller. The control signal for the DSC-only controller is 

studied in [7], and its formula is below:  

𝑢 =
𝛾2𝑓(𝛼1)+𝛾1𝑒−𝑐2𝜑1−𝑏1𝑠𝑖𝑔𝑛(𝜑1)

𝛾2𝐻(𝑥,𝑡−𝜏)
      (42) 

And the Backstepping controller is given by: 

𝑢 =
𝛾2𝛼1̇+𝛾1𝑒−𝑐2𝜑1−𝑏1𝑠𝑖𝑔𝑛(𝜑1)

𝛾2𝐻(𝑥,𝑡−𝜏)
     (43) 

Neural Network-Based 

Disturbance Estimator (29) 
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Fig. 6 Rotational Speed of the SRMs with different controllers 

Fig. 7 Control signal of the proposed controller 

Figure 6 clearly illustrates the performance in stabilizing 

the rotational speed at the desired value of three controllers. 

The proposed scheme's effectiveness, constructed from the 

DSC controller and neural network-based disturbance 

estimator, has better quality than the other two controllers. The 

maximum value of the tracking error of the proposed control 

scheme is only 2% around the reference compared to 15% on 

the Backstepping controller and 20% on the DSC-only 

controller. The reason for this lies in the term d̂ in the 

controller. Thanks to the disturbance estimator, all the 

unknown and uncertain factors are annihilated from the 

closed-loop system. Thus, the control performance is 

enhanced. Compared to the robust control method 𝐻∞ in [1], 

this proposed DSC controller can be performed without 

linearisation and maintain the rotational speed at the desired 

value regardless of large noises and external disturbances. 

Additionally, Figure 6 shows the control signal u of the 

studied SRMs. The voltage input is within the allowed 

limitation and varies significantly because of the sudden 

change in desired speed. 𝜔𝑑. These results are suitable for the 

theories presented in the above sections. 

5. Conclusion and Future Work 
In this paper, the disturbance compensation-based DSC is 

applied to stabilize the rotational speech of SRMs at the 

desired value and reduce the influence of external disturbance 

in the control performance. Thanks to the low pass filter 

integrated into the control design procedure for estimation 

derivative, the undesired phenomenon called "explosion of 

terms" is eliminated. Therefore, the computational burden is 

reduced. Besides, All the external disturbances are combined 

into a unique lumped vector and rejected via an online training 

neural network, thereby lifting the control quality. The results 

are simulated on the Matlab-Simulink platform, and their 

effectiveness is compared with the simulation results using the 

backstepping technique and traditional DSC method. The 

achieved results emphasis that the control performance of the 

disturbance compensation-based DSC method under the 

influence of high-order noise is better than that of using 

traditional methods such as back stepping and DSC-only 

methods. The limitation of the proposed method that can be 

observed is the dependence on the control gain function 

𝐻(𝑥, 𝑡 − 𝜏), leading to mitigating the quality of speed stability 

in the event of this function being uncertain or changed 

randomly. Therefore, in the future, this method will focus on 

improving the adaption of the control scheme to address the 

undesired changes in the control gain function, where the RBF 

network is a continuous prospective candidate to apply 

because of its simple structure and training with ease.  
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