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Abstract - This paper examines deep learning models for reactive power forecasting in contemporary power systems, 

emphasizing the Temporal Convolutional Network (TCN), the Transformer, and the models that use both TCN and the 

Transformer. Reactive power plays a critical role in the stability of power grids, and this paper presents TCN and Transformer 

models to enhance the forecasting precision of this parameter. Four models, including TCN, Transformer, TCN-Transformer, 

and Transformer-TCN, were trained and tested based on performance indicators such as Mean Absolute Error (MAE), Mean 

Squared Error (MSE), and Root Mean Squared Error (RMSE). Among all the models, the Transformer-TCN hybrid model 

achieved the best results in all the metrics and successfully learned the short-term and long-term dependencies in the data. The 

results of the hybrid models were superior to the single models, and the accuracy and stability were improved. The model was 

validated by checking residual plots and error distributions, and most errors were observed near zero. There were still some 

prediction challenges in extreme cases, while the Transformer-TCN model was the most accurate for most cases among the 

architectures analyzed. This work focuses on the prospect of deep learning models for reactive power forecasting and offers a 

useful tool for managing the power grid. Other research could be directed towards further optimizing hybrid architectures and 

other methods for enhancing predictive capability in power systems. 

Keywords - Power systems, Prediction, Deep Learning, Hybrid models, Reactive power.  

1. Introduction  
Maintaining the grid’s stability is crucial in today’s power 

systems, especially with the increasing complexity and 

incorporation of renewable energy sources. Another critical 

element of grid stability is reactive power control, which plays 

an important role in voltage support across the grid. While 

active power contributes to doing useful work, reactive power 

controls the flow of electric currents and the working of 

electrical appliances. With the rising total amount of energy 

consumed worldwide and using the percentage of renewable 

energy sources, it is very important to implement the exact 

prediction of the reactive power demand to the grid system [1]. 

The other type of power is reactive power expressed in Volt-

Amperes Reactive (VAR), which is crucial in regulating 

voltage in electrical networks. It helps to maintain the 

transformers, generators, and other electrical installations 

within their rated voltage classes. While active power 

influences the loads, reactive power regulates the voltage, 

creating the required electromagnetic field in inductive loads 

like transformers and motors. Low reactive power can cause 

voltage fluctuations, equipment failure, and even blackouts 

[2]. In a conventional power system, reactive power control 

was achieved by using capacitors, inductors, and synchronous 

condensers. However, with the increasing complexity of 

modern grids, particularly with the integration of distributed 

renewable energy resources, the demand for reactive power 

varies more often. Wind and solar are some renewable energy 

sources that are unpredictable in terms of their power and, 

hence, the reactive power required in real-time. Therefore, due 

to challenges with reactive power demand control, voltage 

stability has become a significant concern to grid operators, 

leading to the need for a reliable model for reactive power 

demand forecasting [3]. The demand for reactive power varies 

with many factors, such as the load, voltage levels, power 

output, and even weather conditions, such as temperature and 

humidity. Unfortunately, these parameters cannot be easily 

included in a forecasting model because they are highly 

complex and nonlinear. Conventional system identification 

techniques, including statistical techniques, simple rules, or 

predefined tactics, are ineffective when identifying dependent 

relationships over reactive power. This is made more complex 

by the fact that forecasting the reactive power is made more 

difficult by the time-varying relations and nonlinear 

interaction that the input variables produce [4]. In the past, 

models such as the Autoregressive Moving Average (ARMA) 

and Autoregressive Integrated Moving Average (ARIMA) 

have been used when forecasting various aspects of power 

demand. But these models fail when applied to the reactive 
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power demand, especially when it involves AC systems that 

incorporate the fluctuations of renewable energy sources. 

Besides, most of these methods are ineffective in maneuvering 

interaction between two or more variables, which is crucial in 

modeling [5]. Over the past few years, machine learning and 

deep learning growth have revolutionized the power system 

forecasting models. Time series forecasting most usually uses 

convolutional and recurrent neural networks, including Gated 

Recurrent Units (GRU) and Long-Short-Term Memory 

(LSTM). Reactive power forecasting is one of the situations 

where these models fit since they can handle nonlinear 

interactions and sequential information [6]. Recent advances 

in deep learning have presented opportunities for improved 

reliable and efficient time series forecasting in the power 

system.  

Fully convolutional networks using one-dimensional 

Temporal Convolutional Networks (TCN) and Transformer 

models are considered state-of-the-art in forecasting because 

they capture short- and long-term patterns in the time series 

data [7]. Temporal Convolutional Networks, or TCNs, are a 

subcategory of Convolutional Neural Networks (CNNs) 

designed for sequence analysis. Unlike the conventional 

RNNs, TCNs apply causal convolutions to ensure that the 

output of a specific time step depends on the inputs that have 

occurred before that time step, which is very important for 

time series forecasting. Another major benefit of TCNs over 

other RNN-based models like LSTM and GRU is that TCNs 

do not face the problem of vanishing gradients in long 

sequences.  

The TCNs can effectively model both local and long-

range dependencies by utilizing dilated convolutions. The 

network can look back over long periods without incurring a 

high computational cost [8]. Besides TCNs, Transformer 

models have also outperformed other models in different time-

series forecasting problems. Transformers were first used in 

natural language processing applications but are now used in 

power system forecasting because of their capability to model 

the dependencies between time steps. Compared with the 

traditional RNNs, the Transformers can self-learn the 

attention of all the time steps simultaneously, making it easier 

for the model to learn the correlation between the distant time 

steps. This makes Transformers particularly suitable for 

applications like reactive power forecasting, where the long-

term dependencies and interdependencies between the 

variables must be considered [9].  

The self-attention mechanism in Transformers helps the 

model assign different importance levels to different time 

steps, which is not the case with the standard sequential 

models. This is particularly significant in reactive power 

demand forecasting since some of these factors (e.g., voltage 

fluctuations) may take a long to present their effects. While 

TCN and Transformer models have been previously 

implemented to achieve favorable results in time-series 

forecasting, further integrating the two into a single model 

could provide even better results. Combined models utilize 

each model’s advantages and can more accurately represent 

local and global dependencies in data. In this paper, we try to 

apply TCN-Transformer models for forecasting the reactive 

power demand, which can learn local patterns of TCNs and 

long-range sequence modeling of transformers [10, 11]. First, 

by using the TCN layers, the model can learn short-term 

dependencies and local connections between features such as 

voltage levels and system load. The Transformer layers can 

then operate on the output of the TCN to capture more 

complex, long-term dependencies across the whole time 

series. This mixed model method enables the model to predict 

short-term and long-term oscillation trends for the reactive 

power demand forecasting of highly volatile grid systems. 

Even though TCN and Transformer models have been 

used in many fields, including speech recognition, language 

translation, and financial time-series forecasting, their 

application in power system forecasting, especially in the 

forecasting of reactive power demand, is still rare. Some of the 

previous works that have been done are on active power 

demand forecasting using TCNs and Transformers. For 

example, Almqvist et al. proved that using a TCN-based 

model improves the active power demand forecasting in 

renewable energy systems compared to traditional ARIMA 

models [12]. Likewise, Sun et al. used a Transformer-based 

model to predict wind power generation. They proved the 

model could identify short-term and long-term trends in wind 

power generation capability [13]. However, although there 

have been studies on the use of TCN and Transformer models 

for active power forecasting, there have been few studies on 

using these models for reactive power demand forecasting. 

Most of the previous works have considered active power 

forecasting. At the same time, few of them have addressed 

using these sophisticated models to predict the reactive power 

demand, which is more challenging and significant than active 

power and depends much on the voltage stability.  

To this end, this paper seeks to apply and assess TCN-

Transformer hybrid models for reactive power demand 

forecasting. Based on these considerations, we conjecture that 

TCN’s ability to learn local patterns and Transformer’s 

capacity to model long-term dependencies will improve 

forecasting accuracy and resilience in highly volatile grid 

contexts where the demand for reactive power is known to 

change frequently. The main aim of this paper is to analyze 

the effectiveness of TCN, Transformer, and TCN-

Transformer models in predicting reactive power demand. In 

this paper, we compare these models’ results to determine if 

the hybrid models are superior to the standalone deep learning 

models in capturing the temporal dependencies that affect 

reactive power demand. Specifically, we emphasize using 

these models to address the nonlinear and time-varying 

characteristics of the reactive power variation in the modern 

power system. 
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2. Literature Review  
In the last few years, the increasing demand for more 

efficient grid operations and the rising complexity of systems 

have led to substantial attention on integrating machine 

learning techniques. Reactive power forecasting is especially 

important among numerous forecasting tasks since it helps 

maintain voltage stability and improve the efficiency of power 

system operations. For this reason, various deep learning 

models have been investigated in the literature, with 

significant progress in adopting TCNs, Transformers, and 

hybrid designs that fuse different models. 

2.1. Temporal Convolutional Networks (TCN) in Power 

Forecasting 

 Especially in the framework of power systems, TCNs 

have emerged as a strong substitute for conventional 

Recurrent Neural Networks (RNNs) for problems involving 

time series forecasting. Unlike RNNs that process data 

sequentially, TCNs efficiently model both short-term and 

long-term dependencies inside time-series data using causal 

convolutions combined with dilated filters. Results show that 

TCNs are useful for several forecasting tasks, including load 

forecasting in line with wind power projection. Bai et al. 

(2018) showed that TCNs are superior to LSTMs in a variety 

of sequence modeling tasks, pointing out their higher 

efficiency in capturing temporal dependencies without the 

gradient vanishing issues typical of RNNs and LSTMs [14], 

while Yu et al. (2019) investigated TCNs for short-term load 

forecasting, reporting that they outperformed other deep 

learning models in both accuracies and compute ability of the 

TCN to handle the temporal characteristics of power system 

variables suggests that it is a feasible choice for reactive power 

forecasting. While TCNs perform admirably in short-term 

dependency capture, they may have difficulty handling 

complex long-range dependencies, which is vital for reactive 

power forecasting because of historical patterns. 

2.2. Transformer Models in Power Systems 

The Transformer model, first presented for Natural 

Language Processing (NLP) by Vaswani et al. (2017), has 

become popular in time-series forecasting owing to its talent 

for modeling long-term relationships using self-attention 

mechanisms [15]. Transformers, unlike RNNs, handle data in 

parallel thanks to their self-attention mechanisms, which 

improve scalability. This has rendered them very effective in 

depicting long-range dependencies, an important need in tasks 

such as reactive power forecasting, which involves 

considering interactions between various system variables 

across time. Lai et al. (2019) recently showed the utility of 

Transformers for load and demand forecasting, pointing out 

that the attention mechanism helps the model to hone in on 

significant time steps, which improves prediction accuracy 

[16]. Similarly, Zhou et al. applied Transformers to 

multivariate time series forecasting in electricity consumption. 

They observed that the model’s skill in capturing both global 

and local dependencies improved the forecasting 

performance. These studies underline the ability of Trancaps 

to deal with the complexities of energy systems, where 

forecasting reactive power involves critical long-term 

dependencies and interactions among voltage, current, and 

active power. A shortcoming of standalone Transformer 

models is their propensity to need large volumes of data for 

training and possible issues in encapsulating local temporal 

patterns. This limitation has resulted in the investigation of 

hybrid models exploiting several architectures’ strengths. 

2.3. Existing Gaps in Reactive Power Forecasting 

Load and renewable energy forecasting have received 

much attention in research, but reactive power forecasting has 

not yet been much-concentrated. Much of the literature 

currently highlights active power, demand forecasting, or 

renewable energy generation, often giving reactive power a 

minor role. Given the important role reactive power plays in 

supporting voltage stability and optimizing power system 

performance, there is a major gap in the existing literature. 

Tolun and Zor (2024) studied the importance of improving 

reactive power forecasting accuracy with machine learning 

algorithms, including LSTM, GRU, and XGBoost [17].  

This study pointed out the crucial role of reactive power 

in the stability of modern energy systems, particularly in 

locations such as hospitals where uninterrupted energy supply 

and voltage stability are critical. The investigation pointed out 

the difficulties of predicting reactive power because of its 

nonlinear character and dependence on different electrical and 

meteorological factors. Focusing on very short-term reactive 

power forecasting within a large hospital complex, the study 

delivered essential insights into the performance of machine 

learning models in this field. A limited body of research into 

reactive power forecasting, especially with advanced models 

like Transformers and hybrid architectures, points to the 

requirement for more detailed studies. This work aims to 

bridge this gap by applying both hybrid TCN-Transformer and 

Transformer-TCN models to the problem of reactive power 

forecasting while assessing how well they capture both short-

term and long-term dependencies. This research can improve 

both voltage stability and the reliability of the entire grid. 

3. Methodology  
3.1. Temporal Convolutional Network 

The Temporal Convolutional Network (TCN) is a deep 

learning architecture for sequence modeling and time-series 

forecasting. Unlike other recurrent neural networks commonly 

used for sequential data, TCNs employ convolutional layers 

while preserving the sequential order of inputs. This makes 

TCNs highly efficient, allowing them to learn both local and 

long-range dependencies in the data, and they have none of the 

vanishing gradient problems associated with other recurrent 

models like LSTM and GRU. The major concept of TCN is to 

use convolutional filters on temporal sequences. This makes it 

possible for the model to capture intricate relationships after 

several time steps. Unlike the sequential operations used in 
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RNNs, TCNs use one-dimensional convolutions across the 

inputs to simultaneously process all the time steps. This leads 

to shorter training times and the ability to capture temporal 

dependencies. Another advantage of TCN is that it employs 

causal convolutions, which means that the predictions at the 

time step depend only on the preceding time steps (i.e., past 

information). This makes TCNs a powerful tool for such tasks 

as a forecast, in which the model has to predict future values 

relying only on historical data. Another interesting component 

is dilated convolution, which allows the model to obtain more 

extended context information without adding extra 

computations. Dilations make it possible to look back in time 

over larger periods by jumping some time steps in the 

sequence, thus allowing the model to consider information 

from both short and long-time steps. For reactive power 

forecasting, TCNs can be applied to represent the temporal 

dependencies between the active power, voltage levels, and 

the reactive power demand, as illustrated in Figure 1. This 

section describes the mathematical conceptualization of the 

TCN by using symbols pertinent to the issue of reactive power 

forecasting [18]. 

X(𝑡) = [𝑃(𝑡 − 𝑛), 𝑉(𝑡 − 𝑛), 𝐼(𝑡 −
𝑛)], … , [𝑃(𝑡), 𝑉(𝑡), 𝐼(𝑡)]   (1) 

Where X(t) represents the input sequence at time t, P(t), 

V(t), and I(t) represent the active power and voltage current 

intensity at time t, respectively. In TCNs, the causal 

convolution ensures that the output at time step t, denoted as 

Q ˆ(t), is only influenced by past values X(t), X(t-1),…, X(t-

n). Mathematically, the causal convolution is represented as: 

Q̂(t) = ∑  K−1
k=0 Wk ⋅ X(t − k)           (2) 

Where K is the size of the convolutional filter, Wk is the 

filter weight at the k-th position, and X(t − k) is the input 

vector at time t − k that includes P(t − n), V(t − n), I(t − n). 

This keeps the model blind without using values of 

getting points at time steps more than t, a property referred to 

as causal convolution. Since temporal dependencies extend 

over longer periods, the size of the convolutional filters cannot 

be enlarged, and thus, dilated convolutions are used. A dilated 

convolution is a standard convolution with spaces or what is 

referred to as the dilation factor between the filter elements. 

This allows the TCN to consider inputs spaced out in time, yet 

the complexity of the model does not increase as follows. 

�̂�(𝑡) = ∑  𝐾−1
𝑘=0 W𝑘 ⋅ X(𝑡 − 𝑑 ⋅ 𝑘)             (3) 

D is the dilation factor, which controls the spacing 

between the filter elements, and X(t − d ⋅ k) is the input vector 

at a delayed time step. An important component of the TCN’s 

architecture is the application of residual connections, which 

allows deep network training and solves the problem of 

vanishing gradients. In the residual block, the input is added 

directly to the result of the convolutions. Hence, the network 

can learn the residuals and the difference between the input, 

output, and actual outputs. The residual connection is 

mathematically represented as: 

Q̂(t) = X(t) + f(X(t), W)               (4) 

Where f(X(t), W) represents the series of a convolution 

applied to the input sequence X(t). 

Q̂(t) = Wout. h(t) + b              (5) 

Where, h(t) is the output of the final convolutional layer, 

Wout are the output layer weights, and b is the bias term. 

3.2. Transformer Model 

The Transformer model is one of the deep learning 

architectures Google proposed in a paper by Vaswani et al. 

(2017). Initially, the Transformer was developed for natural 

language processing tasks but has been applied to other 

problems, such as time series forecasting, because of the 

model’s ability to capture long-range dependencies in the data. 

In contrast to the recurrent neural networks that work 

sequentially, Transformers use self-attention, allowing the 

model to learn dependencies and process them 

simultaneously. 

Fig. 1 TCN model structure 

Input: Reactive Power Demand Data 

Output: Reactive Power Forecast 

TCN Layer 1 

Residual Connection 1 

Residual Connection 2 

TCN Layer 2 

TCN Layer 3 

Dilated Convolution 
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The self-attention mechanism can attend to different parts 

of the input sequence when predicting, as illustrated in Figure 

2. This is very relevant in the case of reactive power 

forecasting, where the future values of Q(t) are conditioned 

not only by past values but also by other factors like P(t), V(t), 

and I(t) [15]. 

The Transformer model’s mathematical representation 

can be simplified by two equations while focusing on its key 

components for reactive power forecasting as follows: 

A(𝑡) = ∑  𝑛
𝑡′=1 softmax (

Q(𝑡)⋅K(𝑡′)

√𝑑𝑘
) ⋅ V(𝑡′)                (6) 

Where, Q(t), K(t), and V(t) are the query, key, and value 

vectors at time t, calculated as a linear transformation of the 

input sequence, dk is the dimensionality of the key vectors 

(used for scaling), and the attention score determines how 

much importance is given to other time steps t′ in the input 

sequence when predicting time t. 

The final prediction (Using the Output of the Attention 

Mechanism) can be represented as follows: 

�̂�(𝑡) = W𝑜 ⋅ O(𝑡) + 𝑏𝑜                                      (7) 

Where O(t) is the output of the Transformer encoder after 

passing through the attention and feed-forward layers, Wo and 

bo are the weights and bias of the final output layer and Q̂(t) 

is the predicted reactive power at time t. 

 
Fig. 2 Transformer model structure 

Fig. 3 TCN-transformer model structure 

3.3. Hybrid Models 

Recently, the use of hybrid models has been considered 

in time-series forecasting because of their potential to 

integrate the characteristics of various deep-learning 

architectures. In the case of hybrid TCN-transformer and 

transformer-TCN models, the concept combines the benefits 

of both TCN and transformer models. These models are 

intended to capture different aspects of the temporal 

dynamics, making it possible to make a more accurate 

prediction of reactive power Q(t). 

3.3.1. Hybrid TCN-Transformer 

The hybrid TCN-Transformer model combines the TCN 

and the Transformer model, where the input sequence is first 

fed to the TCN, which works on the temporal patterns with the 

help of causal and dilated convolution. Then, the output of 

TCN is passed to the Transformer, which learns the long-range 

dependencies by its self-attention mechanism [19]. 

The concept is that the TCN effectively captures 

microscale features (voltage oscillations or short-term 

fluctuations in active power). At the same time, the 

Transformer improves the model’s capacity to model 

intertemporal dependencies across time steps for long-term 

reactive power forecasting, as illustrated in Figure 3. The 

mathematical representation of the hybrid model can be 

summarized as follows: 

Input: Reactive Power Demand Data 

Output: Reactive Power Forecast 

Positional Encoding 

Multi-Head Attention 

Feed Forward Neural Network 

Add & Norm 

Add & Norm 

Input: Reactive Power Demand Data 

Output: Reactive Power Forecast 

TCN Block 

Transformer Encoder 

Attention Mechanism 

Positional Encoding 

Feed Forward Neural Network 
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Let HTCN(t) represent the output of the TCN block at time 

t : 
H𝑇𝐶𝑁(𝑡) = 𝑓𝑇𝐶𝑁(X(𝑡 − 𝑛), … , X(𝑡))                        (8) 

Where fTCN represents the series of causal and dilated 

convolutions applied by the TCN. 

The output from the TCN block is then passed into the 

Transformer encoder. The self-attention mechanism in the 

Transformer operates on HTCN(t) as follows: 

A(𝑡) = ∑  𝑛
𝑡′=1 softmax (

Q(𝑡)⋅K(𝑡′)

√𝑑𝑘
) ⋅ V(𝑡′)             (9) 

Where Q(t), K(t), V(t) are the query, key, and value 

vectors derived from HTCN(t). 

Finally, the output of the attention mechanism A(t) is 

used to predict the reactive power Q̂(t) : 

�̂�(𝑡) = W𝑜 ⋅ A(𝑡) + 𝑏𝑜                      (10) 

3.3.2. Hybrid Transformer-TCN 

The Hybrid Transformer-TCN is the model whose 

architecture is opposite to the previous one, and after applying 

the Transformer layer, the output is passed through the TCN 

block. The Transformer first encodes the dependencies 

between the distant positions and determines which time steps 

are relevant to predicting reactive power. Subsequently, the 

TCN is employed to polish the sequence based on its causal 

and dilated convection to identify local temporal features that 

the Transformer may overlook. 

The input sequence is first fed into the Transformer 

encoder block. The self-attention mechanism helps to find 

relevant time steps across the sequence and produces a better 

representation of the sequence, considering short-term and 

long-term dependencies. After that, the output of the 

Transformer encoder is fed to the TCN, which involves causal 

and dilated convolutions to process the sequence to maintain 

temporal causality in the model, meaning that no following 

time steps can influence previous predictions while capturing 

local patterns as illustrated in Figure 4. The mathematical 

representation of the hybrid model can be summarized as 

follows: 

Let HTransformer (t) represent the output of the Transformer 

encoder at time t : 
HTransformer (𝑡) = 𝑓Transformer (X(𝑡 − 𝑛), … , X(𝑡))   (11) 

Where fTransformer  represents the self-attention mechanism 

applied by the Transformer. The output from the Transformer 

is then passed into the TCN block. The TCN processes the 

sequence using dilated convolutions: 

Fig. 4 Transformer-TCN model structure 

H𝑇𝐶𝑁(𝑡) = ∑  𝐾−1
𝑘=0 W𝑘 ⋅ HTransformer (𝑡 − 𝑑 ⋅ 𝑘)       (12) 

Where K is the kernel size, Wk are the filter weights, and 

d is the dilation rate. 

Finally, the output of the TCN HTCN(t) is used to predict 

the reactive power Q̂(t) : 

�̂�(𝑡) = W𝑜 ⋅ H𝑇𝐶𝑁(𝑡) + 𝑏𝑜                            (13) 

The Hybrid TCN-Transformer and Hybrid Transformer-

TCN models seek to integrate the TCN and Transformer 

structures to obtain enhanced predictive accuracy in reactive 

power forecasting. While the TCN-Transformer learns 

localized patterns first, the Transformer-TCN learns global 

dependencies first and then processes the sequence with causal 

convolutions. Each hybrid model has its benefits, and the 

performance of the two models in terms of capturing short and 

long-term dependencies in the power system data can be 

compared. 

4. Data Description 
The data used in this study are collected from the public 

domain energy consumption data, which includes household 

and system electrical parameters. It also involves time series 

data that describes the dynamic of active and reactive power 

consumption over time, making it more appropriate for the 

relevant forecasting activities in this study.  

Input: Reactive Power Demand Data 

Output: Reactive Power Forecast 

TCN Block 

Transformer Encoder 

Add & Norm 

Positional Encoding 

Feed Forward Neural Network 

Multi-Head Attention 
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Fig. 5 Time series analysis of key power system parameters: (a) Global reactive power (b) Global active power, (c) Voltage (d) Global intensity

The data was collected at regular one-minute intervals, 

giving a good picture of power demand, voltage levels, and 

current intensity in a power grid [20]. Figure 5 illustrates the 

feature’s performance over time. The variables of interest in 

the dataset are Global_active_power and 

Global_reactive_power, expressed in kilowatts (kW) and 

kilovolt amperes reactive (kVAR), respectively. 

Global_active_power is the real power consumed by the 

system and can-do work such as running appliances or turning 

on the light. Global_reactive_power, in contrast, is the 

reactive power, which is the power that fluctuates between the 

source and the load and is important in regulating voltage in 

the power network.  

Therefore, reactive power demand forecasting is a key 

focus of this study since it is a key factor in maintaining grid 

stability. Besides, the dataset contains a Voltage variable in 

volts that reflects the electrical potential difference at the point 

of measurement and Global_intensity in amperes as the total 

current consumed by the system. These variables provide 

important background information on power consumption 

behaviour and are useful for modeling reactive power demand. 

Additionally, three sub-metering measurements, 

Sub_metering_1, Sub_metering_2, and Sub_metering_3, 

represent active energy consumed by circuits or sections of the 

household system in watt-hours (Wh). Although these sub-

metering values mainly reflect certain energy consumption 

trends in the system, they are very informative about power 

consumption distribution. Generally, the dataset offers a 

comprehensive picture of active and reactive power 

consumption profiles over time. It is well suited to training and 

testing deep learning models for predicting reactive power 

demand. Such a detailed understanding of the power 

consumption patterns is crucial for controlling the power grid 

stability and effectively controlling the reactive power flows. 

From the heatmap of Figure 6, it is easy to infer the 

correlation between the various electrical parameters in the 

dataset. It shows how some variables are positively related 

while others are weak or negatively related. For instance, the 

Global_active_power variable has a very high positive 

correlation with the Global_intensity variable; this means that 

as the active power consumed by the system increases, so does 

the current intensity. This is expected because, in electrical 

systems, power is directly proportional to current. Further, it 

is observed that the Global_active_power is highly correlated 

with one of the sub-metering units, Sub_metering_3, which 

suggests that the devices or circuits that this sub-meter 

measures are responsible for a large part of the total power 

consumption.  
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Fig. 6 Correlation heatmap of power system parameters 

In turn, Global_reactive_power has relatively low 

coefficients of determination with most of the other variables, 

including active power and intensity, which indicates that the 

demand for reactive power is somewhat independent of the 

other parameters, at least in the framework of this dataset. The 

voltage in the system has an inverse relationship with both the 

active power and the intensity; in other words, the lower the 

voltage, the higher the power consumption and current 

density. This aligns with normal power system characteristics, 

whereby lower voltage levels result in higher currents for the 

same power consumption. Figure 7 is a pair plot visually 

representing the correlation between the two power system 

variables: Global_reactive_power, Global_active_power, 

Voltage, and Global_intensity. Each plot represents the 

relationship between two variables, and the diagonal 

represents the kernel density estimate for each variable. 

Several trends can be deduced from the pair plot. First, there 

is a direct correlation between Global_active_power and 

Global_intensity, as the scatter plot of the two variables shows 

a diagonal line. This agrees with the relationship between 

active power and current normally observed in electrical 

systems. On the other hand, Global_reactive_power does not 

have a very high correlation with the other variables in the 

form of a straight line. This is evidenced by the scatter plots 

between Global_reactive_power and the other variables, such 

as Global_active_power and Voltage, which are more spread 

out, implying a weaker correlation. This implies that other 

factors not captured in this dataset might affect reactive power. 

Voltage distribution seems fairly normal, as indicated by the 

bell-shaped density plot along the diagonal. 

Global_reactive_power and Global_intensity, on the other 

hand, are more skewed, with a higher number of data points 

located at the lower end of the scale and fewer at the higher 

end. 

5. Research Workflow  
To establish a well-structured method of forecasting 

reactive power using different deep learning models such as 

TCN, Transformer, and Hybrid architectures, the following 

workflow is adopted and illustrated in a flowchart as in Figure 

8. Data cleaning and preprocessing form the first step of the 

process, wherein the data collected is prepared for model 

training. This entails dealing with missing data, excluding 

outliers, and making structured sequences from available 

variables, including active power, voltage, and current 

intensity. This is where the scaling of the data is also done to 

normalize the features so that it can be easy for the models to 

find patterns in the data. Further, sequences are generated to 

transform the dataset into the time steps needed for the 

temporal models.  

After data cleaning and preparation, the next step is model 

selection. This involves the selection of architectures, which 

include TCN and Transformer, and the combined models, 

which include TCN-Transformer and Transformer-TCN. The 

choice of the model may include the nature of the data, the 

understanding of the system’s behavior, or a trial-and-error 

approach as to which architecture works best. Each model has 

its strength: TCN is intended to model short-term temporal 

dependencies, while the Transformer can model long-term 

dependencies through an attention mechanism. After model 

selection, the data is divided into the training and test data sets. 

The training set is used to learn the patterns in the data, and 

the testing set is used to test the model’s performance on 

unseen data. The split helps to check whether the model is 

capable of generalizing to other data or not. Special attention 

is paid to the fact that the training and testing sets are chosen 

from the entire data set, and the data’s temporal structure is 

considered.
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Fig. 7 Pairwise relationships of power system variables

Then, the selected model is trained and tested using the 

split data. In the training phase, the model learns the mapping 

between the input features, for instance, active power and 

voltage, and the target variable, reactive power. The 

optimization algorithm then adjusts the model to minimize a 

loss function, for example, Mean Squared Error (MSE). After 

model training, the model’s prediction is tested on the testing 

set. This phase involves the application of the model to 

forecast reactive power and then compare it with actual values. 

The next step is performance evaluation, where it is possible 

to calculate different performance measures, including Mean 

Absolute Error (MAE), MSE, and Root Mean Squared Error 

(RMSE). These metrics give a quantitative evaluation of the 

model’s ability to predict the reactive power. This way, the 

metrics of the different models are compared, and it is possible 

to see which architecture best suits the task. This step is 

important in establishing the ability of the model to capture 

the right patterns in the data and its ability to generalize on 

unseen data.  

After assessing the model’s performance, the best model 

is chosen depending on the calculated values. If the model has 

achieved the required operational characteristics, it is 

considered complete and proceeds to the next step. However, 

suppose the performance of this model is not satisfactory. In 

that case, the workflow may be backtracked to the model 

selection step to try out other models or adjust the current 

model’s parameters. Last of all, the performance visualization 

is done to show how well the model predicts the reactive 

power. Different plots can be employed: the line plot of the 

predicted and actual values, the scatter plot of the predicted 

and actual reactive power, and the residual plot for the errors. 

These are very useful, especially in interpreting the model and 

identifying areas that may require fine-tuning. 
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Fig. 8 Reactive power demand forecasting workflow 

Table 1. A comparison between the model’s performance 

Model MAE MSE RMSE 

TCN 0.064125 0.008214 0.090632 

Transformer 0.064401 0.007636 0.087385 

TCN-Transformer 0.067017 0.007301 0.085443 

Transformer-TCN 0.059869 0.006783 0.082364 

6. Results and Discussions 
Table 1 provides a comparative analysis of four different 

deep learning models—TCN, Transformer, TCN-

Transformer, and Transformer-TCN evaluated based on three 

performance metrics: Mean Absolute Error (MAE), Mean 

Squared Error (MSE) and Root Mean Squared Error (RMSE). 

These metrics are crucial for evaluating the accuracy and 

variability of the predictions in reactive power forecasting. 

The MAE stands for Mean Absolute Error; it reveals the mean 

of the absolute differences between the predicted and actual 

values without the direction for the errors. The proposed 

Transformer-TCN model has the lowest MAE, which 

confirms that it provides the best approximation of the real 

reactive power values. The TCN and Transformer models give 

a slightly higher but comparable MAE, which makes them 

rank right behind it. On the other hand, the TCN-Transformer 

model yields the highest MAE, meaning that the model’s 

predictive capability is slightly poorer than the other models. 

When it comes to MSE, which gives larger errors more weight 

by squaring the prediction errors, the Transformer-TCN 

model has the lowest score, further proving its efficiency in 

reducing significant prediction errors. This is important, 

especially because it indicates the model’s resistance to noise, 

as it is in statistics, outliers, or anomalous data. The TCN-

Transformer model has the highest MAE but has a lower MSE 

than both the individual Transformer and TCN models, which 

suggests that it may be less volatile in larger errors than when 

used independently. 

The RMSE, which is the square root of MSE and offers 

the error metrics in the same units as the reactive power, also 

corroborates the previous observations. The Transformer-

TCN model presents the lowest RMSE, which indicates the 

model’s highest and most stable performance for all the 

predictions. The TCN model, while performing relatively well 

in other aspects, has the highest RMSE, suggesting its 

relatively higher variation and variability in error size. The 

Transformer-TCN model generally has the lowest 

performance in all three metrics, while it is superior to the 

other models in each case. This hybrid model allows the 

Transformer to model global dependency while benefiting 

from TCN’s local pattern recognition ability to forecast 

reactive power. The proposed Transformer-TCN model 

records a better performance and substantiates the 

effectiveness of the hybrid models for intricate forecast 

problems by integrating the features of various architectures 

to improve the prediction efficacy and robustness. On the 

other hand, the TCN and Transformer models, while good on 

their own, are slightly below the performance of the hybrid 

models, which suggests that a single-model approach may not 

be quite adequate for the complexities of reactive power 

forecasting. 

The bar chart of Figure 9 provides a visual comparison of 

the four models—TCN, Transformer, TCN-Transformer, and 

Transformer-TCN based on their performance across three 

key metrics: MAE, MSE, and RMSE. The blue bars refer to 

the MAE, the green bars refer to the MSE, and the orange bars 

refer to the RMSE. The proposed Transformer-TCN model 

outperforms all the other models in all the metrics, as shown 

by the lowest scores. On the other hand, TCN and TCN-

Transformer models present higher error rates, especially 

RMSE, as the difference between the prediction and the real 

values.  
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Fig. 9 A comparison between the model’s performance   

The chart corroborates the hypothesis supporting hybrid 

models, as the Transformer-TCN structure is the most 

accurate and consistent in estimating reactive power. In the 

case of the Transformer-TCN model, Figure 10 shows the 

training and validation loss in MSE for 200 epochs. The blue 

line refers to the training loss, which consistently decreases as 

the model trains, suggesting that the model effectively 

minimizes the training error. The orange line, the validation 

loss, decreases for the first five epochs and then has a more 

erratic trend than the training loss. As the validation loss starts 

to level off at some fixed value, it is always higher than the 

training loss in the process. This could be a sign of slight 

overfitting, where the model is great at fitting the training data 

but not as good at applying those same methods to the unseen 

validation data. However, the overall loss trends downward, 

indicating that the model is learning. However, there may be 

better ways to generalize, potentially through future tweaks, 

training, and regularization or more accurate early stopping. 

Using the Transformer-TCN hybrid model, Figure 11 presents 

the True and Predicted Global Reactive Power during the first 

100 samples. The blue line shows reactive power values, while 

the orange line shows the reactive power values estimated by 

the model. It can be seen that the two lines are maintained 

almost parallel to each other for most of the samples, proving 

the efficacy of the model in mapping the basic characteristics 

of the reactive power demand reaction. 

Fig. 10 The training and validation loss of the transformer-TCN model
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Fig. 11 True Vs the predicted values of the reactive power by the hybrid transformer-TCN model 

The more significant difference between the true values 

and the model is observed in the period of the peaks and the 

valleys, indicating that although the model is fairly accurate 

within the normal range, it may be somewhat less successful 

in incorporating extremes within the reactive power range. 

However, as depicted by most of the areas having a tight 

proximity of the lines, the Transformer-TCN hybrid model 

performed well in predicting reactive power, including both 

short and long temporal features. As this graph shows, the 

model can work with a fair amount of accuracy, but there is 

always room for reducing variability, especially in the outliers. 

Since the Transformer-TCN model used for reactive 

power forecasting contains features such as Global Reactive 

Power, Global Active Power, Voltage, and Global Intensity, 

the heatmap of Figure 12 also shows the correlation between 

these features. The color scheme represents the strength and 

sign of the correlations: darker reds for positive values and 

blue tones for negative values. 

One thing that is quite striking is the negative relationship 

between Global Active Power and Voltage, which is -0.63, 

meaning that as active power goes up, the voltage goes down. 

Likewise, both Global Intensity and Voltage negatively 

correlate with -0.64. On the other hand, the correlation 

between Global Active Power and Global Intensity is positive, 

equal to 1.0, which indicates direct dependency. As for the 

correlation coefficients, Global Reactive Powers has a 

moderate positive correlation with Global Intensity of 0.26 

and Global Active Power of 0.25, implying that active power 

and intensity go up, and so does the reactive power to a certain 

extent. 

The heatmap is suitable for revealing correlations 

between the features, which is important for understanding 

how these variables are related and how they impact the 

reactive power prediction in the Transformer-TCN model. 

While these relationships can help explain the model’s ability 

to accurately capture patterns in the power system dynamics, 

there is no guarantee that they will do so. 

In the graph of Figure 13, the residuals represent the 

number of true values and the predicted ones for the 

Transformer-TCN model for the initial 100 samples. The 

residuals, shown as the red line at the bottom of the plot, give 

more information about the model’s prediction accuracy by 

showing the difference between the given and predicted 

reactive power. 

In most of the samples, the residuals deviate only slightly 

from zero, which suggests that the model does a good job of 

predicting reactive power. Certain fluctuations exist; the 

increases and decreases are most significant in samples 20, 60, 

and 90. These spikes indicate the fact that the model is not 

very accurate in predicting reactive power at points where it 

experiences sharp fluctuations or is at its extreme value. The 

residuals remain generally small for most samples; however, 

large deviations in several specific cases point to avenues for 

model enhancement, especially regarding rapid variability in 

reactive power. 
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Fig. 12 The heatmap of the hybrid transformer-TCN model

The data distribution in Figure 14 represents the true and 

the predicted reactive power of the Transformer-TCN model 

on the x and y axes, respectively. In the ideal case where the 

model is perfectly accurate, the points should lie on the 

diagonal line where the predicted values are true. 

In this plot, most points lie in the 0.1-0.4 kVAR range. 

Hence, the model is fairly uniform in predicting reactive 

power within this range. However, as the actual reactive 

power increases beyond 0.4 kVAR, the scatter of the points 

increases, which leads to the conclusion that the model cannot 

predict higher reactive power values. Furthermore, a 

concentration of data points in a vertical line at 0 kVAR on the 

x-axis suggests that the model at times yields estimates close 

to 0.3 kVAR for those occasions when the true reactive power 

is very low. 

The scatter plot further reveals that, although the 

Transformer-TCN model meets expectations for moderate 

reactive power levels, it shows higher errors for extremes, 

especially as true reactive power increases. This implies that 

there is still great potential to refine the proposed model to 

provide a more accurate representation of reactive power as a 

function of voltage, particularly for values that fall outside the 

range encompassed by the data used in developing the model. 

The histogram in Figure 15 demonstrates the error 

distribution (residuals) of the Transformer-TCN model that 

illustrates discrepancies between real and forecasted reactive 

power. The plot is symmetrical around the origin, which 

means we can affirm that, on average, the model’s errors are 

correct, and they balance each other. However, the residue has 

positive skewness, which suggests that there are more cases 

where the model overestimates the actual reactive power than 

where it is underestimated. 

Looking at the distribution of the residuals, it is seen that 

most of the values are between -0.1 and 0.1. Therefore, most 

of the predictions have small errors. This implies that for most 

of the data points, the model gives small values of prediction 

errors. However, some values greater than 0.4 go toward the 

model to predict some data type, which causes the model to 

fail on a few data points, making its prediction error higher 

than others. 

The distribution gives a general idea of the model’s 

performance: it can be seen that the Transformer-TCN model 

works quite well in general; however, there can be more 

significant errors, presumably in more specific and extreme 

cases. Getting a more precise parameterization of the model 

could also help decrease such large errors. 
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Fig.13 Residuals represent the true values and the predicted ones for the transformer-TCN model 

Fig. 14 Scatter plot of the true Vs the predicted values of the reactive power by the hybrid transformer-TCN model 
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Fig. 15 Error distribution (residuals) of the transformer-TCN model

7. Conclusion  
This paper analyzed the potential of several deep learning 

models, namely, TCN, Transformer, TCN-Transformer, and 

Transformer-TCN, in the case of reactive power forecasting in 

power systems. In light of these models, the performance of 

each model was compared and evaluated using metrics such 

as MAE, MSE, and RMSE. The Transformer-TCN combined 

model showed the highest performance across all the tested 

models’ metrics. This model effectively leveraged the 

strengths of both architectures: the long-range dependency 

capturing ability of the Transformer at the global level and the 

short-term temporal features learning ability of TCN at the 

local level. What made the Transformer-TCN model better 

was that it provided more accurate and precise predictions of 

the reactive power, reducing the absolute and squared errors. 

The analysis also showed that an average of the models 

offered better results than each of the models separately. As 

both TCN and Transformer models demonstrated promising 

results in capturing reactive power patterns, integrating the 

two architectures exhibited better performance because the 

time series learning in the power system is more complicated. 

The TCN-Transformer model was also accurate but was not 

as close to the reverse hybrid, which again proved that the 

sequence in which the models are merged is critical. More 

specifically, true vs. predicted value plots, residual plots, error 

distributions, and correlation matrices obtained from visual 

analysis supported the models’ predictive abilities. It was 

ascertained that the Transformer-TCN model performed well 

in tracking the actual reactive power trends, but certain issues 

were identified with the model in predicting large deviations, 

as highlighted by the residual and scatter plots. Self-check 

analysis of the model showed that the residuals clustered 

around the zero line, implying the model’s overall reliability. 

Therefore, the study emphasizes the benefits of combining 

deep learning models in the context of RPQ in today’s 

emerging power system. In addition to enabling shorter and 

longer-term dependencies, a model of that kind demonstrated 

higher accuracy and stronger stability than separated 

architectures. These outcomes indicate that more future 

research could improve reactive power forecasting by 

investigating other configurations and hyperparameters or 

combining them with other superior methods. Further, the 

findings from this study may help refine demand forecasting 

techniques to enhance the power grid’s function and maintain 

system stability. 
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