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Abstract - This article introduces a novel method for addressing the unit commitment problem in power systems by utilizing the 

Grasshopper Optimization Algorithm (GOA). Unit commitment is a crucial technique used in electric power systems for 
operational planning, aiming to schedule power generating units efficiently to meet load demand while minimizing total 

operational costs. This involves considering various operational constraints such as power balance, generation capacity, start-

up expenses, and minimum durations for both starting up and shutting down. GOA is a mathematical model that accurately 

replicates the distinct characteristics of grasshopper behavior during both the nymph and adulthood phases, specifically their 

foraging behavior in search of food sources in the natural environment. The aim of this study is to identify the most efficient unit 

commitment for producing scheduling, with the goal of minimizing the total operating cost while considering various limitations. 

The proposed technique is applied to a test system consisting of 5 generating units over a time horizon of 24 hours. The numerical 

outcomes of the GOA are being compared to those of the Dynamic Programming (DP) technique in terms of the total operating 

cost. The findings revealed that GOA offers the most economical total operating cost in comparison to DP. 

Keywords - Total operational costs, Unit commitment, Generator scheduling, Cost minimization, Dynamic programming.

1. Introduction 
Unit Commitment (UC) is known as a popular 

optimization in electric power systems for operational 

planning. UC's goal is to determine the scheduling of power 

generating units that satisfy the load demand while 

minimizing the total cost operation subjected to a variety of 

constraints in a specific time horizon. UC must consider many 

operational constraints such as power balance, generation 

limit, start-up cost, and minimum up and down time [1].  

Integrating unit commitment into planning as a holistic 

optimization has been acknowledged as a successful method 

for incorporating flexibility into operational planning. The 

optimization model incorporates the processes of generator 

scheduling and economic dispatch. Both the planning and 

operation processes have been enhanced by transitioning from 

deterministic to probabilistic optimization in order to tackle 

the issue of uncertainty. Robust optimization has gained 

acceptance due to its modest need for uncertainty description 

[2].  

The problem of Unit Commitment (UC) is a highly 

intricate and non-convex problem that arises in large-scale 

power systems. Several conventional approaches have been 

suggested in the past to address the UC problem, including 

mixed integer linear programming [3], Dynamic 

Programming (DP) [4, 5], Priority List (PL) method [6], and 

Lagrangian Relaxation (LR) [7].  

Nevertheless, these solutions are hindered by drawbacks 

such as the complexity of the issue dimensions, extensive 

processing time, and the challenge of programming. The 

Dynamic Programming (DP) method is versatile, but it has 

drawbacks as it leads to increased mathematical complexity 

and longer computation times when considering limitations 

[8].  

Lately, numerous academics have suggested 

metaheuristic optimization techniques as a solution to address 

the limitations of classical methods in solving the unit 

commitment problem. Metaheuristics methods have arisen as 

a potent category of techniques that can surpass the constraints 

of conventional deterministic methods.  

The methods mentioned, such as Genetic Algorithms 

(GA) [9, 10], Particle Swarm Optimization (PSO) [11], Ant 
Colony Optimization (ACO) [12], Coyote Optimization 

Algorithm (COA) [13], Chaotic Arithmetic Optimization 

Algorithm [14], and Fast Quantum Algorithm [15], are 

specifically developed to effectively explore and exploit vast 

and intricate solution spaces. Due to their flexibility, 

resilience, and ability to produce near-optimal solutions 
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within realistic processing timeframes, they are well-suited for 

the UC problem. Recently, Grasshopper Optimization 

Algorithm (GOA) has been applied to solve many 

optimization problems. GOA is a precise mathematical model 

that faithfully reproduces the unique traits of grasshopper 

behavior throughout their nymph and adulthood stages, 
particularly their foraging behavior as they look for food 

sources in their natural surroundings. The grasshopper 

algorithm is widely acknowledged as an effective 

computational tool that leverages the behavior of grasshoppers 

to solve various contemporary technical challenges [16]. 

 GOA approach has proven effective in resolving many 

power system issues. GOA, as presented in reference [17], is 

a method used to solve the Optimal Power Flow (OPF) 
problem by effectively integrating a Center-node Unified 

Power Flow Controller (C-UPFC). The C-UPFC, a 

sophisticated, Flexible AC Transmission System (FACTS) 

device, is installed in the middle of a transmission line to 

provide power flow control and independent voltage control. 

The simulation results demonstrate that the suggested 

algorithm is more efficient and superior in solving OPF 

compared to other algorithms documented in the literature.  

The GOA was employed in [18] to optimize a multistage 

controller for the autonomous generation control of a power 

system that incorporates FACTS devices. The robustness of 

the projected controller is confirmed through sensitivity 

analysis, which involves testing with multiple load patterns 

and a wide range of parameterizations.  

Many problems have been effectively solved using GOA, 
including the optimal sizing of Distributed Generation [19], 

the optimal tuning of PID controllers' gain [20], economic 

dispatch [21], and optimal load shedding [22]. Due to the 

effectiveness of GOA in solving many problems in power 

engineering, this article employs GOA to determine the 

optimal unit commitment for scheduling production, aiming 

to minimize the overall operating cost while taking into 

account different constraints.  

2. Problem Formulation  
Unit Commitment can be described mathematically with 

objective functions. The objective of the unit commitment 

problem is to minimize the total operating cost, which includes 

the sum of fuel cost and start-up cost of each generating unit 

in a specific time. The total cost of fossil fuel can be expressed 
as (1) [23]: 

𝐶𝑖,𝑡(𝑃𝑖,𝑡) = 𝑎𝑖 + 𝑏𝑖𝑃
 + 𝑐𝑖 . 𝑃2

𝑖,𝑡  (1) 

Where,  

Pi  - Power generated of ith generating unit at time t 

Ci,t  - Fuel cost of ith generating unit at time t 

ai, bi, ci - Fuel cost coefficients of each corresponding 

thermal unit 

The equation for start-up cost is offered in (2). The 

primary goal of solving the UC problem is to optimize the 

allocation of power resources in order to meet the power 

demand while minimizing the Total Operating Cost (TOC). 

The Total Operating Cost (TOC) comprises the expenses 

related to fuel, as well as the costs associated with starting up 
and shutting down the system.  

Typically, the shut-down cost is disregarded and 

presumed to be negligible. The equation for start-up cost is 

provided in (2). The main objective of addressing the UC 

problem is to optimize the allocation of power resources in 

order to meet the power demand while lowering the Total 

Operating Cost (TOC).  

The Total Operating Cost (TOC) includes the 

expenditures pertaining to fuel, as well as the expenses linked 

to initiating and terminating the system. It is calculated based 

on (3). Usually, the cost of shutting down is ignored and 

assumed to be insignificant. 

𝑆𝑈𝑖,𝑡 = {
𝑆𝑈𝐻,𝑖,𝑖𝑓 𝑀𝐷𝑇𝑖 ≤ 𝑇𝑂𝐹𝐹𝑖,𝑡 ≤ 𝑀𝐷𝑇𝑖 + 𝑇𝑐𝑜𝑙𝑑,𝑖

𝑆𝑈𝑐,𝑖  𝑖𝑓 𝑇𝑂𝐹𝐹𝑖,𝑡 > 𝑀𝐷𝑇𝑖 + 𝑇𝑐𝑜𝑙𝑑,𝑖
  (2) 

Where,  

SUi,t - Start-up cost 

SUC,I - Cold start-up 

MDTi - Minimum down time 
SUH,I - Hot start-up cost 

Tcold,I - Cold start-up hour 

TOFFi,t - Offline time duration of thermal power unit 

𝑀𝑖𝑛 𝑇𝑂𝐶 = ∑ ∑ [𝐶𝑖(𝑃𝑖,𝑡)𝑈𝑖,𝑡 + 𝑆𝑈𝑖,𝑡(1 − 𝑈𝑖,𝑡−1)𝑈𝑖,𝑡]𝑛
𝑖=1

𝑇
𝑡=1   

 (3) 

Where, 

ui,t  - Status of generating units, either ON/OFF 

Ci(Pi,t)  - Fuel cost of power generated of ith generating 

unit at time t 

The stability and reliability of unit commitment 

scheduling depend on five crucial features of system 

limitations. The factors encompass power balancing 

constraint, system reserve requirement constraint, power 

generating limit constraint, and minimum up and down time 
restriction.  

The power balancing constraint is crucial for efficiently 

meeting the load demand while minimizing cost and power 

generation waste. The primary objective of the UC operation 

is to maintain a specific megawatt capacity as a spinning 

reserve to provide dependable performance.  

In the event of a generator failure, there is a contingency 

power source available. The spinning reserve in this study is 

established at 10% of the total load demand for each respective 
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hour. The term "system" refers to a set of interconnected 

components or elements that work together to achieve a 

specific purpose or function. 

∑ 𝑃𝑖,𝑡𝑚𝑎𝑥𝑈𝑖,𝑡𝑚𝑎𝑥 ≥ 𝑃𝑑𝑒𝑚𝑎𝑛𝑑,𝑡+ 𝑅𝑡
𝑛
𝑖=1          (4) 

Where, 

Pi,t - Power output of committed generator unit t  

Ui,t - Status of generator units, either ON/OFF  

Pdemand,t -Status of generator units, either ON/OFF  

Pi,t,max - Maximum generating capacity of thermal unit t  

Rt - Spinning reserve at time t 

𝑃𝑖,𝑡𝑚𝑖𝑛 ≤  𝑃𝑖,𝑡 ≤ 𝑃𝑖,𝑡𝑚𝑎𝑥               (5) 

Where, 

Pi,t,min - Minimum generating capacity of thermal unit t  

Pi,t,max - Maximum generating capacity of thermal unit t 

 

              (6) 

           (7) 

Where, 

Ton
i,t - Continuous on time of generating unit i  

Toff
i,t - Continuous on time of generating unit i 

MUTi - Minimum down time 

MDTi - Minimum down time 

To demonstrate the effectiveness of the unit commitment 

strategy, the suggested methods are implemented on a system 

comprising of 5-unit generators. The parameters of a 

generating system with five generating units are shown in 

Table 1, along with the variables related to each unit (a, b, and 

c) and the maximum and minimum power generating capacity.  

Table 2 displays the starting state, minimum up and down 

periods, hot start-up costs, and cold start-up costs. Table 3 

displays the load demand associated with each scheduling 

hour. The unit commitment scheduling takes these load 

demands into account. The maximum load demand occurs 

around hour 1400, whereas the minimum demand is observed 

during the first hour of unit commitment scheduling. 

Table 1. Data for 5 unit system 

  
Pmin 

(MW) 

Pmax 

(MW) 
a  b c 

Unit 1 150 455 1000 16.19 0.00048 

Unit 2 20 130 700 16.6 0.0002 

Unit 3 20 130 680 16.5 0.00211 

Unit 4 20 80 370 22.26 0.0072 

Unit 5 55 55 660 25.92 0.000413 

Table 2. Parameters of the generating system 

  
Min Up 

Time (h) 

Min 

Down 

Time (h) 

Hot Start 

Cost ($) 

Cold 

Start 

Cost ($) 

Cold 

Start 

Hour (h) 

Unit 1 8 8 4500 9000 5 

Unit 2 5 5 550 1100 4 

Unit 3 5 5 560 1120 4 

Unit 4 3 3 170 340 2 

Unit 5 1 1 30 60 0 

 

Table 3. Load demand for 24 hours 

Hours 
Power Demand 

(MW) 
Hours 

Power Demand 

(MW) 

1 330 13 810 

2 450 14 820 

3 480 15 750 

4 360 16 800 

5 520 17 650 

6 590 18 670 

7 730 19 790 

8 780 20 750 

9 620 21 770 

10 650 22 610 

11 680 23 520 

12 630 24 360 

 

3. Development of GWO for Optimal Unit 

Commitment  
The proposed strategy is based on the behavior of 

grasshoppers. Grasshoppers have long hind legs that allow 

them to make high jumps before taking flight. Although 

usually seen alone, grasshoppers can form large swarms that 

exhibit unique swarming behavior in both their nymph and 

adult stages. Nymph grasshoppers move like rotating 

cylinders and consume crops as they migrate. As they mature, 

they gather in swarms and can migrate long distances in search 

of food. The larvae phase is characterized by slow movement, 

while adult grasshoppers move suddenly and cover long 

distances.  

The GOA algorithm, inspired by grasshopper behavior, 

uses two key tendencies: exploration and exploitation. During 

exploration, search agents move abruptly to explore new 

areas, while during exploitation, they converge to specific 

locations to find optimal solutions [24]. GOA is advantageous 

due to its fast convergence and ease of implementation.  



Zuhaila Mat Yasin et al. / IJEEE, 11(8), 145-151, 2024 

148 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Flowchart of GOA  

Figure 1 presents the flowchart of GOA for determining 

the unit commitment with minimum cost characteristics. As a 

beginning, a few parameters need to be set, such as upper 

boundary, lower boundary, dimension and number of search 

agents. The upper and lower boundary is represented as the 

ON/OFF status of the generator.  

The dimensions are set according to the number of the 

generating units used at hours which is from 1 to 5. After that, 

the population of the grasshopper swarm represented as 

generator status (G1, G2, G3, G4, G5) and amount of power 

generated (P1, P2, P3, P4, P5) were generated randomly. 

Then, the fitness value of each search agent is calculated by 

considering all the constraints.  

The location of the grasshopper was randomly generated 

in order to gain more random behavior, such as a tendency 

towards a food source or grasshopper interaction. Again, the 

constraints violations need to be checked and a repair solution. 

So, the fitness value is evaluated again, and the current best 

feasible target can be obtained. The possible feasible was all 

generated by the random location of the grasshopper. If the 

possible state is considered in the range, the generation value 

is generated.  

When the value of generation is obtained, the total 

operating cost is calculated for each hour. The possible 

feasible outcome must consider generation range and 

minimum up and down time. For GOA, the total operating cost 

is fitness. The current best location is updating in order to 

undergo iteratively until the last outcome is satisfaction. The 
fitness and location of the best target at the end returned for 

the global optimum as the best approximation. 

4. Results and Discussion  
This work addresses the optimal unit commitment 

problem by employing the GOA. At first, the optimal unit 

commitment is determined using Dynamic Programming 

(DP). DP is widely used for solving unit commitment 

previously and used as the benchmarking to evaluate the 

effectiveness of GOA.  

Table 4. Optimal unit commitment using DP 

Hours 
Unit 

1 

Unit 

2 

Unit 

3 

Unit 

4 

Unit 

5 

Total Cost 

($/h) 

1 330 0 0 0 0 6,395.00 

2 450 0 0 0 0 8,382.70 

3 455 0 0 0 25 9,836.40 

4 360 0 0 0 0 6,890.60 

5 455 0 65 0 0 10,787.00 

6 455 0 115 20 0 12,229.00 

7 455 125 130 20 0 15,501.00 

8 455 130 130 65 0 16,066.00 

9 455 62 83 20 0 13,085.00 

10 455 78 97 20 0 13,591.00 

11 455 93 112 20 0 14,099.00 

12 455 67 88 20 0 13,253.00 

13 455 130 130 80 15 17,525.00 

14 455 130 130 80 25 17,726.00 

15 455 130 130 35 0 15,376.00 

16 455 130 130 75 10 17,248.00 

17 455 78 97 20 0 13,591.00 

18 455 88 107 20 0 13,930.00 

19 455 130 130 75 0 16,298.00 

20 455 130 130 35 0 15,376.00 

21 455 130 130 55 0 15,834.00 

22 455 0 130 25 0 12,257.00 

23 455 0 65 0 0 10,227.00 

24 360 0 0 0 0 6,890.60 

 

Start 

Set GOA Parameters (ib, ub, Number of Search Agent) 

Generate Initialize Population of Grasshopper 

Calculate the Fitness value of Each Search Agents 

Subjected to Constraint 

Check for Constraints Violations and Repair Solution 

Normalized the Distance between Grasshoppers 

Update the Position of Each Search Agents 

Evaluate the Fitness Value of each Search Agent and 

Update the Best Search Agents 

Stop 

iter < iter_max 
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Table 4 displays the power output of each unit (Unit 1 to 

Unit 5) throughout a 24-hour period, along with the 

corresponding total cost for each hour determined by DP. Unit 

1 continuously maintains high power outputs, ranging from 

330 MW to 455 MW. This suggests that Unit 1 is a base unit 

responsible for supplying most of the power, as it has a lower 
operational cost compared to other units. Units 2 and 3 are 

utilized sporadically and usually operate at moderate power 

levels. These units are used in a more flexible manner, 

indicating that they are most likely intermediate load units that 

are activated when the demand surpasses the capacity of the 

base load unit.  

Units 4 and 5, on the other hand, are utilized less 

frequently and typically operate at lower power levels, often 
for shorter periods of time. It is quite probable that these units 

function as peak units, supplying extra power during periods 

of high demand. The results presented in Table 4 show that the 

overall cost obtained using DP fluctuates considerably 

throughout the period of the day, reflecting shifts in demand 

and the specific combination of units needed to fulfil that 

demand. The minimum costs are observed when there are 

fewer units in operation or when the base load unit (Unit 1) 

can fulfil the demand alone, for example, during hours 4, 6, 

and 24. The results for the optimal unit commitment obtained 

using GOA are presented in Table 5.  

Table 5 shows that Unit 1 constantly works at high power 

outputs ranging from 330 MW to 455 MW, indicating that it 

serves as the base load unit. Units 2 and 3 exhibit greater 

variability in usage compared to the DP table. They only 

activate during peak demand hours, although with varying 

power levels compared to the DP findings. Units 4 and 5 are 

utilized infrequently, primarily during periods of high 

demand, to augment the electricity produced by the other 
units. The hourly cost exhibits variability that is comparable 

to the DP results, indicating fluctuations in demand and the 

optimization approach employed by the GOA.  

Costs are minimized when the demand can be met with a 

smaller number of units. Costs increase as more units, 

especially the ones used during peak times, are added to the 

system. Several units go operational, each making different 

power contributions. As an example, the cost for hour 13 is 
$17,526, which is influenced by the contributions from Units 

1, 2, 3, and 4.  

The GOA aims to enhance the unit commitment process 

by identifying combinations of units that can fulfil the demand 

at a competitive cost. However, it is important to note that the 

GOA may yield variations in terms of specific power outputs 

and costs when compared to the DP approach. The GOA also 
offers a distinct array of optimal solutions, showing many 

efficient ways for unit commitment. The unit operation 

demonstrates adaptability by offering a range of power levels 

for both intermediate and peak demand units. 

Table 5. Optimal unit commitment using GOA 

Hours 
Unit 

1 

Unit 

2 

Unit 

3 

Unit 

4 

Unit 

5 

Total Cost 

($/h) 

1 330 0.0 0.0 0.0 0.0 6,395.00 

2 450 0.0 0.0 0.0 0.0 8,382.70 

3 426 54.0 0.0 0.0 0.0 9,646.30 

4 360 0.0 0.0 0.0 0.0 6,890.60 

5 401 118.6 0.0 0.0 0.0 10,273.00 

6 455 56.3 78.7 20.0 0.0 12,438.00 

7 455 125.0 128.8 21.2 0.0 15,508.00 

8 455 130.0 129.6 65.4 0.0 16,068.00 

9 455 62.0 95.8 7.2 0.0 13,013.00 

10 455 78.0 106.7 10.3 0.0 13,537.00 

11 455 93.0 112.3 19.7 0.0 14,098.00 

12 455 67.0 89.8 18.2 0.0 13,243.00 

13 455 130.0 130.0 79.7 15.3 17,526.00 

14 455 130.0 130.0 80.8 24.2 17,724.00 

15 455 130.0 128.3 36.7 0.0 15,386.00 

16 455 130.0 130.0 79.7 5.3 17,236.00 

17 455 78.0 108.2 8.8 0.0 13,529.00 

18 455 88.0 121.2 5.8 0.0 13,852.00 

19 455 130.0 128.9 76.1 0.0 16,305.00 

20 455 130.0 127.3 37.7 0.0 15,391.00 

21 455 130.0 129.1 55.9 0.0 15,840.00 

22 455 73.2 81.8 0.0 0.0 12,435.00 

23 455 21.2 43.8 0.0 0.0 10,253.00 

24 360 0.0 0.0 0.0 0.0 6,890.60 

 

Based on the data shown in Table 4 and Table 5, it is 

evident that both GOA and DP consistently utilized the base 

load unit (Unit 1) with minimal fluctuations in its operation. 

The power outputs of intermediate and peak units in GOA 

display greater fluctuation, indicating the need for a distinct 

optimization technique. Although the general cost trends are 
comparable, there are modest variations in the precise hourly 

prices due to the different optimization strategies employed by 

GOA and DP. The total cost produced by DP and GOA is 

summarized in Table 6.  

Table 6 presents a detailed comparison of the DP and 

GOA methods for optimal unit commitment, including hourly 

power demand and the corresponding total costs calculated by 

each method. The results reveal that for many hours, the costs 
between the two methods are very close, often differing by 

only a few dollars. However, specific hours show more 

pronounced cost differences, such as at hour 3, where GOA 
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achieves a significant cost reduction of approximately $190 

compared to DP. Similarly, GOA costs $72 less than DP at 

hour 9 and $78 less at hour 18.  

Table 6. Comparison of the total cost using GOA and DP 

Hours 

Power 

Demand 

(MW) 

Total Cost ($/h) 

DP GOA 

1 330 6,395.00 6,395.00 

2 450 8,382.70 8,382.70 

3 480 9,836.40 9,646.30 

4 360 6,890.60 6,890.60 

5 520 10,787.00 10,273.00 

6 590 12,229.00 12,438.00 

7 730 15,501.00 15,508.00 

8 780 16,066.00 16,068.00 

9 620 13,085.00 13,013.00 

10 650 13,591.00 13,537.00 

11 680 14,099.00 14,098.00 

12 630 13,253.00 13,243.00 

13 810 17,525.00 17,526.00 

14 820 17,726.00 17,724.00 

15 750 15,376.00 15,386.00 

16 800 17,248.00 17,236.00 

17 650 13,591.00 13,529.00 

18 670 13,930.00 13,852.00 

19 790 16,298.00 16,305.00 

20 750 15,376.00 15,391.00 

21 770 15,834.00 15,840.00 

22 610 12,257.00 12,435.00 

23 520 10,227.00 10,253.00 

24 360 6,890.60 6,890.60 

Total Cost ($/h) 312,394.00 311,860.00 

 
The total cost over the 24-hour period is $312,394.00 for 

DP and $311,860.00 for GOA, giving GOA a total cost 

advantage of $534. This indicates that GOA achieves slightly 

lower total costs and demonstrates marginally more efficient 

optimization. The flexibility and adaptability of GOA, 

employing bio-inspired optimization techniques to find near-

optimal solutions more efficiently, contributes to these cost 

savings. In contrast, DP's systematic approach, while robust, 

can be computationally expensive. 

 

5. Conclusion  
This study conducted a comprehensive comparison 

between the Dynamic Programming (DP) and Grasshopper 

Optimization Algorithm (GOA) methods for optimal unit 

commitment in power generation systems over a 24-hour 

period, evaluating the power generated by five units and the 

associated costs for each hour. The results demonstrate that 

both DP and GOA effectively optimize unit commitment, 

ensuring reliable power supply while minimizing operational 

costs.  

Notably, GOA achieved a slightly lower total cost of 

$311,860.00 compared to DP's $312,394.00, indicating 

marginally higher efficiency. GOA consistently matched or 

outperformed DP in hourly costs, resulting in a total cost 

reduction of $534.00 over the period. Both methods provided 

near-optimal solutions, but GOA exhibited greater flexibility 

and adaptability to varying demand levels, often yielding 

lower costs in specific hours. Additionally, GOA's bio-

inspired optimization techniques efficiently find near-optimal 

solutions with reduced computational effort, while DP, despite 
its robustness and systematic exploration of all combinations, 

is computationally intensive.  

In conclusion, the Grasshopper Optimization Algorithm 

presents a viable and potentially superior alternative to 

Dynamic Programming for optimal unit commitment in power 

systems. Its ability to deliver cost-effective solutions with 

enhanced computational efficiency makes it an attractive 

option for real-world applications. Future research could 
explore the scalability of GOA and its performance in larger 

and more complex power systems, as well as investigate 

hybrid approaches that combine the strengths of both methods 

for even greater optimization performance. 
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