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Abstract - Dysarthria is an inability of the child’s muscles to pronounce certain vocabulary. One of the words that is often 

difficult to pronounce is the R sound. Therefore, it is important to identify R sound dysarthria as a preventive measure and can 

be used as a therapeutic reference. The study uses the phrase “laler menclok pager” as the basis for picking up voice data in 

children. In that sentence, there is a letter R that will be processed later. The processing method used is MFCC. The output from 

the extraction of the MFCC characteristics is inserted as the input material of the Multilayer Perceptron (MLP) artificial 

intelligence algorithm. The results of this study provide a high degree of accuracy, and the test data can be well identified as a 

whole. The results also obtained the MLP configuration of 16 input neurons and 8 hidden neurons with the highest accuracy as 

well as the lightest computing. With this result, further hardware can be developed to integrate the system for identifying 

dysarthria. 
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1. Introduction  
Dysarthria is a motor speech disease caused by 

neurological damage that impairs the muscles used in speech 

production [1]. Among the various speech sounds impacted by 

dysarthria, the pronunciation of the “R” sound poses a 

particular challenge for many individuals [2]. The “R” sound, 

or rhotic sound, requires precise coordination of the tongue, 

lips, and other articulators, making it one of the most complex 

phonemes to produce. Difficulty in articulating the “R” sound 

can significantly impact intelligibility and overall 

communication effectiveness, particularly for individuals with 

dysarthria [3, 4]. Nowadays, dysarthria can be identified using 

several approaches, including speech recognition. Speech 

processing has advanced significantly in recent years, notably 

in the field of Automated Speech Recognition (ASR) [5, 6]. 

Detecting dysarthria speech remains one of the most difficult 

difficulties that ASR systems confront, particularly in 

applications such as medical diagnostics, assistive technology, 

and law enforcement [7-9]. Dysarthria can be caused by a 

variety of diseases, such as neurological illnesses [10, 11], 

alcoholism [12, 13], or exhaustion, making its correct 

diagnosis critical for both clinical and practical purposes. Mel-

Frequency Cepstral Coefficients (MFCCs) have emerged as 

one of the most useful characteristics for speech signal 

analysis due to their ability to describe sound’s short-term 

power spectrum [14-17]. MFCCs are frequently employed in 

speech and speaker recognition applications because of their 

resilience and efficiency. This work uses MFCCs to extract 

essential information from speech signals and help identify 

dysarthria.  

To improve detection accuracy, this research suggests 

employing a Multilayer Perceptron (MLP), a form of artificial 

neural network [18-20], to categorize speech as dysarthria or 

non-dysarthria using MFCC characteristics. MLPs are 

effective tools for pattern identification [21, 22] and 

classification [23, 24] because they can learn complicated, 

non-linear correlations between inputs and outputs. Training 

an MLP on MFCC characteristics collected from speech 

samples allows the model to accurately identify between 

dysarthria and non-dysarthria. Despite advances in speech 

processing and dysarthria identification, such as previous 

research, significant gaps remain in implementing 

identification systems. Current studies are often limited to 

specific datasets [25], lack robustness in real-world 

implementations [26], and lack exploration of feature 

extraction combinations beyond MFCC to improve accuracy 

[27]. Furthermore, while MLP is effective, its potential for 

implementation in lightweight, real-time applications has not 

been fully exploited.  
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Table 1. List of acronyms and symbols 

Acronyms Definition 

MFCCs Mel-Frequency Cepstral Coefficients 

ASR Automated Speech Recognition 

MLP Multilayer perceptron 

IDCT Inverse Discrete Cosine Transform 

FFT Fast Fourier Transform 

wav Waveform Audio File 

kHz Kilo Hertz 

bit Binary Digit 

Furthermore, existing solutions often fail to provide 

affordable and accessible tools suitable for resource-

constrained settings. Addressing these gaps could lead to the 

development of general and robust real-time systems that 

integrate advanced feature extraction techniques, adaptive 

modelling for personalization, and lightweight architectures 

for deployment in diverse and low-resource environments.  

This study aims to create a robust dysarthria detection 

system that incorporates MFCC feature extraction and an 

MLP classifier. The suggested method includes gathering 

speech samples, extracting MFCCs, and training the MLP to 

recognize dysarthria patterns. This system’s performance will 

be tested using a dataset containing both dysarthria and clear 

speech examples, emphasising determining the model’s 

accuracy and generalizability. The rest of the paper is arranged 

as follows: Section 2 describes the method, which includes 

data collecting, MFCC extraction, and the use of MLP. 

Section 3 summarizes the experimental data and examines the 

suggested system’s performance. Section 4 closes the report 

by outlining potential future research directions. Table 1 is a 

list of acronyms and symbols used throughout this article. 

2. Methods  
The development of a classification model to identify 

dysarthria using a combination of MFCC and MLP was 

carried out according to the research framework, as shown in 

Figure 1. The development of the classification model begins 

with collecting the audio dataset. This dataset is primary data 

collected conventionally by recording the pronunciation of 

words by individuals who are subjects of this research. The 

research subjects included people with speech disorders 

(dysarthria) and ordinary people. The audio recordings of each 

research subject are then stored in digital files as elements of 

the dataset.  

The classification model is built using audio features 

extracted from the audio dataset. The feature extraction 

process uses the MFCC algorithm operated in the Python 

environment. This algorithm will internally undergo several 

process stages, including pre-emphasis, framing, windowing, 

FFT, filtering, and discrete cosine transformation. This study 

designs the feature extraction process to produce three groups 

of datasets. Each group will contain the same number of audio 

datasets but different sets of MFCC coefficients.  

 
Fig. 1 Research framework 
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Table 2. Sample voice data 

No. Class Total 

1. Dysarthria 100 

2. Non-dysarthria 100 

Table 3. Subjects information 

Characteristic Dysarthria Non-dysarthria 

Age 5-25 (years old) 5-25 (years old) 

Gender 5 Female, 4 Male 7 Female. 5 Male 

Diagnosis 9 12 

One group of datasets has 16 MFCC coefficients, another 

group has 32 MFCC coefficients, and the third group has 64 

MFCC coefficients. Subsequently, this research conducted 

data training and testing using MLP modelling on each dataset 

group with different MFCC coefficients, namely, db16.csv, 

db32.csv, and db64.csv. The WEKA tools used in the 

modelling prepared each group’s dataset into three training 

and testing data compositions. The compositions are, 

respectively, 80% training data and 20% testing data (80:20), 

50% training data and 50% testing data (50:50), and lastly, 

20% training data and 80% testing data (20:80). In addition to 

variations in the input layer according to the number of MFCC 

coefficients owned by the dataset, the MLP modelling in this 

study also applies three different hidden layers for each trained 

dataset. The first model has 8 hidden layers, the second model 

has 16 hidden layers, and the third model applies 32 hidden 

layers. Meanwhile, WEKA set two fixed parameters, 0.3 for 

learning rate and 0.2 for momentum. 

2.1. Data Collections 

The process of collecting the audio dataset involved 200 

research subjects, 100 data samples with dysarthria, and 100 

data samples with non-dysarthria. The sum of the sample data 

can be seen in Table 2. Research subjects were selected 

randomly, either for dysarthria or non-dysarthria subjects. The 

number of subjects used in this study was 21 people divided 

into 9 non-dysarthria subjects and 12 with dysarthria. Details 

of the subject information can be seen in Table 3. It’s 

important to note that, especially for dysarthria subjects, there 

was no prior knowledge about the detailed condition of the 

disorder or the level of dysarthria experienced by the subjects, 

ensuring the objectivity of the research. Research subjects 

were asked to say three examples of words combined into one 

phrase: “laler-menclok-pager”. In the Indonesian language, 

these three words are commonly used phrases to help train 

people suffering from dysarthria. The pronunciation of these 

example words was recorded in a studio with minimal noise 

using a smartphone. The audio was recorded with a 16 kHz 

sample rate and 32-bit audio bit depth settings. Audio files are 

stored in Waveform Audio File (*.wav) format. The duration 

of each audio data is not determined fixedly but follows the 

duration of the pronunciation of the three sample words 

naturally by each research subject. Each audio data also has a 

backup to anticipate if an error occurs or the data is corrupted 

in the following process stage. Figure 2 shows audio data from 

voice recordings of three research subjects suffering from 

dysarthria, and Figure 3 shows three audio data from subjects 

with non-dysarthria speech. 
 

 
(a) 
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(b) 

 
(c) 

Fig. 2 Audio data from dysarthria subject 
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(a) 

 
(b) 
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(c) 

Fig. 3 Audio data from non-dysarthria subject 

2.2. MFCC Analyze 

Mel-Frequency Cepstral Coefficients (MFCC) is a 

prominent feature extraction approach in voice recognition 

[28]. The process of extracting MFCCs involves several 

stages: 

2.2.1. Pre-Emphasis 

This step uses a high-pass filter to boost higher 

frequencies in the audio signal [29]. It helps to balance the 

frequency spectrum and strengthens the subsequent 

processing processes. The equation used for the pre-emphasis 

is shown below: 

𝑆(𝑛) = 𝑋(𝑛) − 𝑎 ∗ 𝑋(𝑛 − 1) (1) 

S(n) s(n) represents the sample output, x(n) represents the 

present sample, x(n-1) is the past sample, and a is value 

between 0.95 to 1. 

2.2.2. Framing and Overlapping 

The speech signal is divided into small overlapping 

frames (typically 20-40 milliseconds). This is done because 

the audio signal is considered to be quasi-stationary within 

short time windows [30]. When performing the Fourier 

transform, each frame is multiplied by a window function, 

often a Hanning or Hamming window, to minimize spectral 

leakage and edge effects. 

𝑆(𝑛) = 𝑋(𝑛) ∗ 𝑊(𝑛) (2) 

𝑊(𝑛) = 0.54 − 0.46 cos [
2𝜋𝑛

𝑁−1
] 0 ≤ 𝑛 ≤ 𝑁 − 1  (3) 

2.2.3. Fast Fourier Transform 

Fast Fourier Transform (FFT) converts the windowed 

frames from the time domain to the frequency domain. This 

provides a frequency spectrum for each frame [31]. 

𝑆(𝜔) = 𝑓𝑓𝑡(𝑋(𝑛))   (4) 

2.2.4. Mel Filter Bank 

The Mel filter bank, which applies a number of filters 

spaced in accordance with the Mel scale, receives the 

frequency spectrum. A pitch perception scale called the Mel 

scale gauges how the human ear reacts to various frequencies. 

Below 1000 Hz, the frequency range of the Mel scale is linear, 

while above 1000 Hz, it is logarithmic.  

𝐹(𝑚𝑒𝑙) = 2595 ∗ 𝑙𝑜𝑔10 (1 +
𝑓

700
)  (5) 

2.2.5. Log and IDCT 

The output of the Mel filter bank is converted to a 

logarithmic scale to reflect the human auditory system’s non-

linear perception of amplitude. The log Mel spectrum is then 

transformed using the Inverse Discrete Cosine Transform 
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(IDCT).  

2.2.6. Energy 

The energy of all frames after IDCT is calculated. The 

result of the conversion carried out is called the Mel 

Frequency Cepstral Coefficient. The set of coefficients is 

called an acoustic vector. Therefore, every incoming speech 

data is converted into a series of acoustic vectors. 

2.2.7. Multilayer Perceptron 

MLP on Weka consists of a training set and a testing set. 

The training set is used to adjust classification parameters such 

as weights. Set testing is used to determine the overall 

performance of the classification. The backpropagation 

algorithm is used for network training [32]. Backpropagation 

is performed in several steps: 

1. Input training data is to be computed, and the training 

output is to be computed. 

2. For each output unit 𝑘 

𝛿𝑘 ← 𝑜𝑘(1 − 𝑜𝑘)(𝑡𝑘 − 𝑜𝑘) (6) 

3. For each hidden unit ℎ 

𝛿ℎ ← 𝑜ℎ(1 − 𝑜ℎ) ∑ 𝜔ℎ,𝑘𝛿𝑘𝑘∈𝑜𝑢𝑡𝑝𝑢𝑡𝑠   (7)    

4. Update each network weight  𝜔𝑖,𝑗 

𝜔𝑖,𝑗 ← 𝜔𝑖,𝑗 + ∆𝜔𝑖,𝑗   (8) 

Where learning rate  

∆𝜔𝑖,𝑗 = 𝜂𝛿𝑗𝜒𝑖𝑗    (9) 

Momentum 

∆𝜔𝑖,𝑗(𝑛) =  𝜂𝛿𝑗𝜒𝑖𝑗 + 𝛼∆𝜔𝑖,𝑗(𝑛 − 1)   (10) 

3. Results and Discussion 
This section consists of research results divided into 

original voice data, extracting voice data characteristics, and 

identifying anomalies using artificial intelligence approaches. 

3.1. Data Collections 

Feature extraction is the process of extracting unique 

variables that exist in data. In this study, the extraction of the 

sides was done using the MFCC kernel parameters. The 

parameters used are 16, 32, and 64. Figure 4 shows an example 

of a voice recording of 6 voiced data of dysarthria and non-

dysarthria. It can be seen that in the process of extracting 

characteristics using MFCC, there is a difference between the 

classes of dysarthria and not-dysarthria. 

 

 
Fig. 4(a) Feature extraction using 16 coefficient 
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Fig. 4(b) Feature extraction using 32 coefficient 

 
Fig. 4(c) Feature extraction using 64 coefficient 
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Fig. 4(d) The average value of 16 coefficients 

 
Fig. 4(e) The average value of 32 coefficients 
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Fig. 4(f) The average value of 64 coefficients 

Table 4. MLP results 

Data (Training: Testing) Neuron Input Hidden Layers Accuracy (%) 

80:20 16 8 100* 

80:20 16 16 100 

80:20 16 32 100 

50:50 16 8 97 

50:50 16 16 97 

50:50 16 32 97 

20:80 16 8 96.875 

20:80 16 16 95.625 

20:80 16 32 94.375 

80:20 32 16 100 

80:20 32 32 100 

80:20 32 64 100 

50:50 32 16 97 

50:50 32 32 97 

50:50 32 64 97 

20:80 32 16 96.875 

20:80 32 32 96.25 

20:80 32 64 96.25 

80:20 64 32 100 

80:20 64 64 100 

80:20 64 128 100 

50:50 64 32 100 

50:50 64 64 100 

50:50 64 128 100 

20:80 64 32 98.75 

20:80 64 64 100 

20:80 64 128 100 

*best model 
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(a) 

 

(b) 
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(c) 

 

(d) 
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(e) 

Fig. 5 (a)-(e) Graphic user interface for implementation of dysarthria identification. 
 

 
Fig. 6 Hardware implementation 

3.2. Multilayer Perceptrons 

The artificial intelligence approach in this study uses 

Multilayer Perceptron (MLP). Data extraction features that 

become outputs are used as learning materials in MLP. Within 

MLP, input neuron configurations and hidden layers imply the 

speed of data training. This study uses three types of input 

neurons, 16, 32 and 64, while hidden layers use configurations 

8, 16 and 32. In connection with this, the separation of training 

and testing data is also used to compare values. Based on 

Table 4, the data division uses the divisions 80:20, 50:50, and 

20:80. The accuracy level demonstrates the development of a 

system that performs effectively in detection using the given 
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dataset. The findings of this study are consistent with earlier 

research using a more sophisticated artificial intelligence 

models [33]. 

3.3. Implementation 

The implementation of this dysarthria identification 

system is designed in the form of a Graphical User Interface 

(GUI) that provides an easily understandable and interactive 

display. In the initial GUI screen, as shown in Figure 5(a), the 

system is still in an empty state before any data input. After 

the data is entered, as illustrated in Figures 5(b) and 4(c), the 

data collection process begins with the phrase “Laler Menclok 

Pager,” which is used to analyze speech patterns and detect 

the presence of dysarthria. The results of this classification 

process can be seen in Figures 5(d) and 4(e), which display the 

output as a classification category that has been processed, 

providing an overview of the severity level of dysarthria in the 

user based on the voice input provided. The research’s 

findings also include hardware implementation. As shown in 

Figure 6, this hardware is combined with a microphone input 

that serves as input data for the MFCC and MLP-based system 

to identify. 

4. Conclusion 
The results show that R sound pronunciation anomalies 

or dysarthria can be identified using a feature extraction 

method integrated with multilayer perceptron. The degree of 

accuracy in the identification of dysarthria reaches 100% in 

the MLP network of 16 inputs and 8 hidden layers with 80%-

20% data training-testing. Research in the future can 

implement models to hardware devices so that it can facilitate 

preventive action of R pronunciation deviations.  
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